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The work is devoted to the development of a mobile decision 
support system for solving the multiple criteria decision-making 
problems. To ensure the autonomous operation of the system, it was 
proposed to use a three-layer architecture. For reuse and distribution 
of the code, this model is implemented in three levels: presentation 
level, application level and data level. 

The development of the application level in the developed 
mobile decision support system involves the creation of three 
subsystems: a decision-making subsystem, a database interaction 
subsystem and a message management subsystem. At the core of the 
decision-making subsystem of the developed mobile decision support 
system, an improved Smart method was chosen. This method differs 
from the classical Smart method in that the decision maker uses the 
elements of the decision matrix as estimates of each alternative for all 
criteria. Also, the nature of actions on the criteria (maximization or 
minimization) is taken into account. This, in turn, takes into account 
the normalization of elements of the decision matrix.

The startup of the database interaction subsystem, which is re-
sponsible for transferring and retrieving data to/from the database, 
occurs via the user interface. To create the database, the SQLite 
relational database management system was used. SQLite stores the 
entire database (including definitions, tables, indexes, and data) in one 
standard file on the device on which the application runs. The message 
management subsystem allows the decision maker to send the calcula-
tion results via the Internet or using the short message service (SMS).

The mobile decision support system has been developed in Java 
in Android Studio 3.2.1. The task of buying a smartphone was con-
sidered, as an application of the developed mobile decision support 
system.

Keywords: mobile decision support system, decision maker, al-
ternative, criteria, Smart method, three-layer architecture.
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We have considered the task on modeling a request execution 
time in autonomous relational databases with competitive queries. 
The shortcomings of existing approaches have been specified, which 
ignore the cost of the share of successive operations in the coop-
erative access to data in a memory hierarchy. We have examined 
the issue of the application of relative cost for the implementation 
of components in the operations of a plan of the query, instead of 
calculating the predicted time of computation. 

A technique has been proposed for the formal construction of 
precedents for a training sample, as well as the approach to build-
ing a regression model. The developed modification of the machine 
learning method random forest is used for calculating the request 
execution time based on their texts and temporary marks of the start, 
duration of execution.

The constructed parametrical model of competitive access to 
data is required for obtaining accurate estimates of request ex-
ecution time when using parallel computations. Models with such 
characteristics are needed to solve the problems on automated 
management of a physical data scheme, for building self-identifiable 
DBMS. The key differences from existing approaches are the appli-
cation of a request execution time as the target value, accounting 
the values of predicates and mutual influence of requests that are 
executed in parallel.

To confirm the results obtained, a simulation model has been 
used based on the widely known test TPC-C. The used function of 
loss, taking into consideration the regression nature of the model, 
was the ratio of the sum of modules of difference between the actual 
and obtained time to the actual time. The check itself was carried 
out based on a reference sample, generated for the increasing length 
of training at postponed data. In the course of this study we have 
proved a possibility to apply the machine learning method random 
forest for processing statistical data on the execution of SQL queries. 
The result obtained is promising for such an approach and makes 
it possible to derive the parametric models of competitive request 
processing.

Keywords: autonomous systems of database management, self-
identifiable databases, random forest, competitive access, parallel 
computing in relational database management systems.
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The proposed improved method for scenario analysis of func-
tional requirements to IS makes it possible to obtain a description of 
the architecture of a created IS based on a much smaller amount of 
information on the functional requirements to IS.

Keywords: functional requirements, method of scenario analy-
sis, Use Case diagram, knowledge-oriented model, architecture 
description.
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We have considered a task on improving the base method for 
scenario analysis of the functional requirements to an information 
system (IS). The results from studies of the methods for scenario 
analysis of the functional requirements to IS have been analyzed. 
Their main drawback in our opinion is the need for the implementa-
tion of these methods by analysts manually only. To overcome this 
shortcoming, it has been proposed to improve the base method for 
scenario analysis by using the models and methods based on a formal 
knowledge representation.

For a formal description of the representation of a scenario for 
implementing a functional requirement at the level of knowledge, it 
has been proposed to use a model of structural patterns in the design 
of functional requirements. It has been shown that the formal de-
scription of knowledge derived from the Use Case diagrams is a spe-
cial case of a given model. We have proposed a model of the subclass 
of structural patterns for designing scenarios for the implementation 
of functional requirements.

An improved method of scenario analysis of functional re-
quirements to IS has been constructed. The essence of improve-
ment is the selection from the publications of scenarios for meet-
ing the requirements of knowledge and a subsequent analysis of 
knowledge-oriented descriptions of these scenarios in order to 
identify overlapping scenarios for the implementation of various 
functional requirements to IS. To identify and address the cases 
of such duplication, it has been proposed to use the improved 
method of synthesis of architecture descriptions variants for a 
created IS.

An example is provided of testing the improved method of sce-
nario analysis of functional requirements in the course of analysis 
of functional requirements to a project of the functional module of 
labor safety. The verification results confirm reliability of the pro-
posed method.
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The direct search mechanism is implemented with the expansion 
of the traditional socket TCP interface for receiving messages while 
bypassing the traditional order of the established queue. This mecha-
nism can be used for high-performance and clustered computer 
systems in order to intensify data exchange and continuous support 
of a maximum load on computing machines. The interface for direct 
message search is implemented on the base of the Linux kernel. The 
experimental test results are obtained by using a set of simple micro-
benchmarks. During the test, the sender sends the required number 
of fixed-size messages via an established connection, and the receiver 
skips unexpected messages and reads the expected one into the user’s 
space. The approach to finding the expected messages is realized with 
multiple searches for a case where the socket application treats the 
TCP socket as a list of messages with the ability to receive and delete 
the data not only from the buffer top but from any place in it. All 
expected messages are recognized and processed by the developed 
seek_recv() call. Each test contains ~80 repetitions, which include 
such operations as socket opening, sending 800–1000 messages ac-
cording to the acceptance politics, and socket closure. The system 
only uses one active socket at the same time.

The received results confirm a noticeable decrease in message 
processing CPU time by 36–40 % and overall productivity growth. 
However, when the volume of messages is approaching 1000 bytes, 
i.e. close to the typical size of the TCP packet useful load, there is a 
productivity decrease in the message exchange process. 
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The result of scenario operation is a set of data ‒ layers of a digital 
map based on the input parameters for the model and the problem-
solving algorithms, compiled by an expert. That makes it possible to 
construct libraries of typical scenarios, to store them centralized, as 
well as provide a common access to the scenarios, and to exchange 
data among applications. The result of running a scenario is that the 
user is provided with a possibility, without writing a programming 
code, to perform complex operations on processing geographical data 
and to simulate various processes at an electronic terrain map.

A geospatial analysis expert system has been developed, contain-
ing both the basic functions for geographical data processing and 
the high-level specialized models. A tree of decisions is built under a 
mode of visual construction of a problem-solving algorithm. We have 
implemented a conveyor of operations at which the data sources in 
an expert system derived when performing any operation are sent to 
the input of the next operation.

The results of this research could be used in simulation models 
of military activities, the tasks on photogrammetry in designing the 
optimal routes to fly over a territory, and as an additional tool for 
analysis of terrain in geoinformation systems. There is a possibility 
to expand the functionality of an expert system and to add new types 
of operations. 

Thus, there is reason to assert that the process of automatic con-
struction of data for digital maps requires specialized software and 
highly skilled users of geoinformation systems.

Keywords: geoinformation system, geospatial analysis, digital 
map, overlay analysis, simulation model.
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This paper reports a study into the formalization of algorithms 
for solving problems, the generation of data for digital maps, as well 
as their implementation, through a set of simple operations that 
would be intuitively clear to a user who is not a specialist in the field 
of geoinformation technologies.

The approach that has been proposed is based on the construc-
tion of typical scenarios for model execution. Such scenarios are 
edited and adapted to the use of alternative electronic terrain maps. 
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The study objective was to construct models of multimass elec-
tromechanical systems using neural nets, fuzzy inference systems and 
hybrid networks by means of MATLAB tools. A model of a system 
in a form of a neural net or a neuro-fuzzy inference system was con-
structed on the basis of known input signals and signals measured at 
the system output. Methods of the theory of artificial neural nets and 
methods of the fuzzy modeling technology were used in the study.

A neural net for solving the problem of identification of the elec-
tromechanical systems with complex kinematic connections was syn-
thesized using the Neural Network Toolbox application package of the 
MATLAB system. A possibility of solving the identification problem 
using an approximating fuzzy system using the Fuzzy Logic Toolbox 
package was considered. A hybrid network was synthesized and 
implemented in a form of an adaptive neuro-fuzzy inference system 
using the ANFIS editor. Recommendations for choosing parameters 
that have the most significant effect on identification accuracy when 
applying the methods under consideration were given. It was shown 
that the use of neural nets and adaptive neuro-fuzzy inference systems 
makes it possible to identify systems with accuracy of 2 to 4%.

As a result of the conducted studies, efficiency of application of 
neural nets, fuzzy inference systems and hybrid nets to identification 
of systems with complex kinematic connections in the presence of 
“input-output” information was shown. The neural-network, fuzzy 
and neuro-fuzzy models of two-mass electromechanical systems were 
synthesized with the use of modern software tools.

The considered approach to using artificial intelligence tech-
nologies, that is neural nets and fuzzy logic is a promising line of 
construction of appropriate neural-network and neuro-fuzzy models 
of technical objects and systems. The study results can be used in 
synthesis of regulators for the systems with complex kinematic con-
nections to ensure their high performance.

Keywords: identification of multimass systems, neural-network 
models, fuzzy approximating systems, hybrid networks.
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