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The paper addresses the task on constructing a method for the 
identification of complications, arising during oil and gas well drill-
ing, which functions under conditions of an a priori and current 
uncertainty under the influence of various disturbances, based on the 
methods of fuzzy sets and fuzzy logic. 

The methodological approach to assessing the level of complica-
tions in the course of oil and gas well drilling, based on the principles 
of linguistics of the parameters of the drilling process, the linguistics 
and hierarchy of knowledge about complications in the drilling pro-
cess, was proposed.

We have built mathematical models of the controlled object, 
which, in contrast to deterministic mathematical models, make it 
possible to describe in the natural language the cause-effect relations 
between the parameters of the drilling process and possible complica-
tions. These models reflect the logic of an operator’s reasoning with 
the involvement of non-numeric and fuzzy information by an expert 
specialist, which makes it possible to formalize the decision-making 
procedures based on Fuzzy Logic using the parameters and indica-
tors for the process of oil and gas well drilling.

The structure of decision support system in controlling the 
process of well drilling under complicated conditions was proposed. 

The results of simulation of the developed methods for model-
ing complications based on the methods of fuzzy sets and fuzzy logic 
were presented. Their advantages in accuracy in comparison with 
the known methods in problems of identification of assessment and 
control under conditions of uncertainty about the structure and 
parameters of the object were shown.

The actual complications were detected whose elimination 
would increase the level of safety when drilling wells. It was shown 
that the developed methods and models could be used to simulate 
and identify a wide class of complications on drilling rigs functioning 
under conditions of an a priori and current uncertainty about their 
structure, parameters, and geo-environment.

Keywords: fuzzy control system, identification of non-station-
ary processes, Fuzzy-modeling, dynamic object of control (drilling), 
logical-linguistic rules.
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Typical configuration of an unmanned towed underwater system 
(UTUS) was described and advantages of using this type of marine 
equipment for shallow depth works were outlined.

A list of basic operating modes of the UTUS which are key 
modes for design calculations of the system was determined. 
Basic requirements to the design and construction of a competi-
tive UTUS for shallow water areas have been formed. The main 
requirements include the need for high-performance underwater 
technologies and the use of state-of-the-art computer research and 
design software. The need to maximize use of materials, parts and 
units that are commercially available as components for the UTUS 
was also indicated.

Expediency and possibility of applying the systems approach 
methodology at early stages of the UTUS design were shown. Equa-
tions of existence were formulated in a matrix form for the UTUS 
components which make it possible to check engineering solutions 
for compliance with the requirements of the Requirements Specifi-
cation already at the stages of technical proposal and sketch design. 
Structural, power, information and operational characteristics of the 
UTUS components were used as the compliance criteria.

Sequence of the design works was completed in a form of a 
generalized design algorithm that implements the systems ap-
proach using modern computer technologies and equations of the 
UTUS existence. The developed algorithm allows the designer 
to check requirements of the Requirements Specification already 
at the early stages of the UTUS design and forms a scientifically 
substantiated methodological basis for creation of competitive 
underwater equipment.

Keywords: unmanned towed underwater system, design prob-
lems, systems approach, equation of existence.
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A method has been proposed for determining contours of objects 
on tonal aerospace images based on ant algorithms. The method, in 
contrast to those already known, takes into consideration patterns 
in the image formation; the ant algorithm is used for determining the 
contours. Determining an object’s contours in the image has been 
reduced to calculating the fitness function, the totality of agents’ 
motion areas, and the pheromone concentration along agents’ mo-
tion routes.

We have processed a tonal image for determining the contours 
of objects using a method based on the ant algorithm. In order to 
reduce the number of “junk” objects, the main principles and stages 
of the method for multi-scale processing of aerospace images based 
on the ant algorithm have been outlined. Determining the contours 
on images with a different value of the scale factor is carried out ap-
plying a method based on the ant algorithm. In addition, we rescale 
images with a different scale factor value to the original size and 
calculate the image filter. The resulting image is a pixelwise product 
of the original image and the image filter.

The multiscale processing of tonal aerospace images with differ-
ent scale values has been performed using methods based on the ant 
algorithms. It was established that application of a multi-scale pro-
cessing reduces the number of “junk” objects. At the same time, due 
to multi-scale processing, not the objects’ contours are determined 
but the objects in full. 

We estimated errors of first and second kind in determining 
the contours of objects on tonal aerospace images based on the ant 
algorithms. It was established that using the constructed methods 
has made it possible to reduce the first and second kind errors in de-
termining the contours on tonal aerospace images by the magnitude 
of 18–22 % on average.

Keywords: aerospace image, objects’ contours, ant algorithm, 
multiscale processing, image-filter.
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The algorithm of complex processing of geospatial data in 
special-purpose geoinformation systems in the conditions of 
diversity and uncertainty of data is developed. The novelty of 
the algorithm is to ensure the functioning of the geoinformation 
system in conditions of scarcity of computing resources, taking 
into account the uncertainty about the status of the monitoring 
object (exploration object). This algorithm takes into account 
the coefficient of relative significance of occurring events in the 
processing of geospatial data circulating in the special-purpose 
geoinformation system. The proposed algorithm uses the devel-
oped complex indicator of occurring events, which characterizes 
the probability of performing the tasks by the geoinformation 
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activity of the participants in cyber conflict change, but also the nature 
of the interaction. The value of the time of switching to a new attack 
vector was found, in which the interaction is more stable, which sug-
gests that the reaction of the defense side should not be purely reactive, 
and the “wait and see” strategy is not always the best. It is shown how 
the proposed approach can be used to justify the choice of a strategy for 
agent behavior in security systems, as well as for economic assessments 
of countermeasures and their deterrent effect on attackers. The pro-
posed scenarios can be considered as a useful tool for assessing invest-
ments in the security of the business process circuit by decision makers.

Keywords: scenario analysis, scenario modeling, security sys-
tems, agent behavior, cybersecurity system.
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The results of modeling and analysis of scenarios of the behavior 
of interacting agents in conditions of cyber conflict are presented. 
General approaches to the development of a scenario of the behavior of 
antagonistic agents are presented. The definition of the scenario is given 
and the factors determining the scenario of behavior are highlighted. 
The given scenarios are determined by such factors as the ratio of the 
capabilities of the attacking and the defending sides, the presence or 
absence of information exchange between security agents, and the time 
of switching to a new attack vector. The value of the time of switch-
ing to a new attack vector is found, at which the interaction is more 
stable. This indicates that the reaction of the defense side should not be 
purely reactive, and the “wait and see” strategy is not always the best. 
Modeling and analysis of the results were carried out in the conditions 
of information exchange between agents of the protection system and 
in the absence of such an exchange. The advantages and disadvantages 
of this behavior are noted. It is shown that when changing the time of 
switching to a new attack vector, not only the financial indicators of the 
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Constructing an algorithm to control the technical condition of 
hydrogen generators employs using their amplitude-frequency and 
phase-frequency characteristics as the source data. Applying the clas-
sic method for defining such characteristics predetermines several 
drawbacks. One of the significant disadvantages is the long time re-
quired to form an array of source data. To shorten this time, determin-
ing the frequency characteristics of a hydrogen generator is carried out 
based on the results of measuring its transition function over discrete 
moments of time. During these time moments, the transition function 
is approximated by the Heaviside functions. Such an approach reduces 
the time for determining the frequency characteristics of a hydrogen 
generator by 1–2 orders. Applying the Kotelnikov–Nyquist–Shan-
non theorem for determining these discrete time moments is due to 
uncertainty about the maximum frequency of the test-signal spectrum.

To avoid this uncertainty, discrete time moments for measuring 
the transitional function of a hydrogen generator are chosen under 
condition for the permissible error of its approximation. 

The error of approximation is determined based on the result 
from solving a test-problem that uses model characteristics as a 
standard for the frequency characteristics. It has been shown that at 
a sampling interval of (0.252.5) ms the magnitude of such an error 
does not exceed 1.7 %.

Inertial properties of the device that forms a test-impact have 
been taken into consideration. It has been shown that it is appropri-
ate to apply such a procedure if the equivalent time constant of such 
a device exceeds the magnitudes of time constants for a hydrogen 
generator. The inertial properties are taken into consideration by 
introducing an additional multiplier, which contains the equivalent 
time constant of the device, to the analytical expressions for the fre-
quency characteristics of a hydrogen generator.

Keywords: hydrogen generator, source data, frequency charac-
teristics, test-problem, approximation error.
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