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The method of training artificial neural networks for in-
telligent decision support systems is developed. A distinctive 
feature of the proposed method is that it provides training 
not only of the synaptic weights of the artificial neural net-
work, but also the type and parameters of the membership 

function. If it is impossible to provide the specified quality of 
functioning of artificial neural networks due to the learning 
of the parameters of the artificial neural network, the archi-
tecture of artificial neural networks is trained. The choice 
of architecture, type and parameters of the membership 
function is based on the computing resources of the tool and 
taking into account the type and amount of information sup-
plied to the input of the artificial neural network. Due to the 
use of the proposed methodology, there is no accumulation of 
errors of training artificial neural networks as a result of pro-
cessing information that is fed to the input of artificial neural 
networks. Also, a distinctive feature of the developed method 
is that the preliminary calculation data are not required for 
data calculation. The development of the proposed metho-
dology is due to the need to train artificial neural networks 
for intelligent decision support systems in order to process 
more information with the uniqueness of decisions made. 
According to the results of the study, it is found that the men-
tioned training method provides on average 10–18 % higher 
efficiency of training artificial neural networks and does not 
accumulate errors during training. This method will allow 
training artificial neural networks through the learning of 
parameters and architecture, identifying effective measures 
to improve the efficiency of artificial neural networks. This 
methodology will allow reducing the use of computing re-
sources of decision support systems and developing measures 
aimed at improving the efficiency of training artificial neural 
networks; increasing the efficiency of information processing 
in artificial neural networks.

Keywords: artificial neural networks, training, efficiency, 
information processing, intelligent decision support systems.
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A game-theoretic approach is presented, which claims to 
be a universal method for solving most problems in the field 
of cybersecurity. As arguments to confirm the superiority of 
game theory, mathematical validity and provability of the op-
timality of decisions made, unlike the widely used heuristics, 
the possibility of developing reliable protection based on an-
alytical results, ensuring a timely response to cyberattacks in 
conditions of limited resources, as well as distributed nature 
of decision making are highlighted.

The definitions of the basic concepts used in security 
tasks based on game-theoretic models are introduced.

The features of the application of game theory methods 
in the field of cybersecurity are listed and the limitations 
of research in this area are formulated, namely: a restriction 
on game strategies, simultaneous moves of players in the 
behavior patterns of security system agents, uncertainty in 
the time the players take the move, uncertainty in the final 
goal of the enemy, unpredictability of further player moves, 
lack of players’ assessment of enemy resources. as well as its 
ultimate goals, the inability to timely assess the current state 
of the game.

The game-theoretic models are aligned with the listed 
security problems, and the main solutions obtained as a result 
of using the corresponding models are also determined.

Many methods of game theory have been formed, for 
each of which a relationship is determined between the game 
model, its scope, simulation result and security services that 
the method under consideration supports.

The limitations of the classical representation of game 
theory models are determined, the need to overcome which 
follows from the requirements for providing basic security 
services. Such limitations include: the ability of the de-
fender to detect attacks, the certainty of the probabilities 
of a change of state before the start of the game, the syn-
chronism of the players’ moves, the inability to scale the 
model due to the size and complexity of the system under  
consideration.

Models of the main tasks of the interaction of antagonis-
tic agents of security systems have been developed. The re-
sulting models made it possible to obtain solutions to two of 
the most common tasks in the field of cybersecurity, namely, 
the interaction of the system administrator and the attacker 
in organizing the protection of information resources. The 
tasks are solved for various conditions – the game matrix 
contains cost estimates of resources and the matrix reflects 
the probability of threat realization. Pure and mixed stra-
tegies are defined for various initial conditions, which allows 
to exclude from the consideration strategies that are not 
included in the solution.

A synergistic approach to the use of game-theoretic mod-
eling was formed taking into account the behavior of agents 
of security systems, based on an analysis of the diversity and 
characteristics of game-theoretic models, their inherent lim-
itations and scope.

Keywords: game theory, cybersecurity, Stackelberg games, 
Nash games, game equilibrium, strategy.
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This paper addresses the issues related to controlling and 
preventing anthropogenic emergencies. The early detection 
of critical conditions, the accuracy, and reliability of mo-
nitoring system parameters is the key to the prevention of 
anthropogenic catastrophes of different levels.

A model of the emergency as a fuzzy situation has been 
proposed, based on the theory of fuzzy sets and the concept of 
a linguistic variable; a set of indicators has been determined 
that fully describe the factors affecting emergency. The 
set of indicators is a combination of both quantitative and 
qualitative data. It has been shown that the proposed fuzzy 
model is consistent with the characteristics and conditions of 
emergency occurrence at the objects of critical infrastructure 
and, at the same time, makes it possible to process both quan-
titative and qualitative indicators. This approach enables 
using fuzzy relations to form the similarity groups and to 
build rule bases in the decision support systems taking into 
consideration the similarity of situations, which improves the 
effectiveness of decision support systems.

Under extreme conditions, prompt and qualified mana-
gerial decision making is the most important task, which is 
solved, in particular, by the decision support systems. Since 
the construction of a rule base for an intelligent system re-
quires the participation of experts, this paper has proposed 
a method for representing and processing expert data, which 
makes it possible to define the characteristics of their consis-
tency and to choose the appropriate processing method. The 
proposed approaches to modeling emergencies could make it 
possible to detect situations in order to control and prevent 
them and to devise a set of activities in the case of an emer-
gency, which would save human life and natural resources.

Keywords: emergency, fuzzy situation, expert informa-
tion, decision support systems.
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Special features in the process of determining the coordi-
nates of sound anomalies according to the sound series were 
considered. Sound anomalies have been shown to be a source 
of information about events, phenomena that are already 
occurring, or are their harbingers. It has been stated that 
audio interception systems complement thermal imagers 
and provide savings in financial and human resources when 
used in combination with the benefits of unmanned aerial 
vehicles. The methods facilitating solution of the problem of 
surveillance and prediction by finding coordinates of sound 
anomalies were presented. Indirect methods for solving 
problems of searching for sound anomaly coordinates with 
three microphones in accordance with a linear scheme of 
approximants and linear and quadratic approximation were 
proposed. Solutions were reduced to analytical complete 
expressions that make it possible to calculate coordinates 
according to the input conditions for three or four micro-
phones. Also, a problem of finding coordinates of a sound 
anomaly for three and four microphones was set and solved 
by direct methods. Solutions were presented as expressions 
that make it possible to calculate coordinates of sound 
anomalies. Numerical experiments were performed during 
which coordinates of sound anomalies, the absolute error of 

their determination at each iteration, and total time spent 
for calculation were found. Systems with coordinates of 
microphones and sound sources almost identical or coin-
ciding have been shown to have the greatest error. Under 
these conditions, for direct methods, values of the equation 
coefficients decreased to almost zero or turned to zero and 
the difference of values of the sought coordinates between 
iterations increased sharply which slowed down the process 
of solution convergence. It was shown that the application 
of approximate methods to the search for coordinates by 
solving the minimization problems with the involvement 
of the recurrent approximation method makes it possible to 
construct simple algorithms. Their implementation to solve 
the problems of numerical experiments has given quick and 
practically accurate coordinate values. It was found, that the 
application of algorithms to the methods of logical analysis 
and rules of logical inference reduces the number of itera-
tions and the total calculation time.

Keywords: sound anomaly, functional, recurrent approx-
imation, analytical solutions, numerical experiment.
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The elliptic curves possess a certain disadvantage relat-
ed to that at the point of intersection with the coordinate 
axes the ellipses have tangents perpendicular to these axes. 
However, such a situation is undesirable for some practical 
applications of ellipses. It can be prevented by modeling the 
specified curves in oblique coordinates, which, in turn, are 
related to a certain original Cartesian coordinate system. 
The Lam  superellipses are understood to be the curves 
whose equations include the exponents that differ from 
those inherent in regular ellipses. Variating these exponents 
can produce a wide range of different curves. This paper 
has proposed a method for the geometric modeling of su-
perellipses in the oblique coordinate systems. The source 
data for modeling are the coordinates of the two points 
with the known angles of the tangent slope. The accepted 
axes of the oblique coordinate system are the straight lines 
drawn as follows. Through the first point, a line parallel to 
the tangent at the second point is built, and at the second 
point, a line parallel to the tangent at the first point is 
constructed. It has been shown that these operations could 
yield the desired values of tangent angles at intersection 
points of the superellipse with axial lines. It has been 
proven that the superellipse arc could be drawn through 
a third given point with the required angle of the tangent; 
that, however, would require determining the exponents 
in the superellipse equation by a numerical method. Such  
a situation occurs, for example, when designing the project-
ed profiles of axial turbine blades. Based on the proposed 
method of modeling the superellipse curves, a computer 
code has been developed that could be used in describing 
the contours of components applied in the technologically  
complex industries.

Keywords: Lam  superellipse, geometrical modeling, 
oblique coordinate system, angle of inclination of the tan-
gent, curvature distribution.
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The paper presents a new reformulation approach to 
reduce the complexity of a branch and bound algorithm for 
solving the knapsack linear integer problem. The branch 
and bound algorithm in general relies on the usual strategy 
of first relaxing the integer problem into a linear program-
ing (LP) model. If the linear programming optimal solution 
is integer then, the optimal solution to the integer problem is 
available. If the linear programming optimal solution is not 
integer, then a variable with a fractional value is selected to 
create two sub-problems such that part of the feasible region 
is discarded without eliminating any of the feasible inte-
ger solutions. The process is repeated on all variables with 
fractional values until an integer solution is found. In this 
approach variable sum and additional constraints are gene-
rated and added to the original problem before solving. In 
order to do this the objective bound of knapsack problem is 
quickly determined. The bound is then used to generate a set 
of variable sum limits and four additional constraints. From 
the variable sum limits, initial sub-problems are constructed 
and solved. The optimal solution is then obtained as the best 
solution from all the sub-problems in terms of the objective 
value. The proposed procedure results in sub-problems that 
have reduced complexity and easier to solve than the original 
problem in terms of numbers of branch and bound iterations 
or sub-problems. 

The knapsack problem is a special form of the general 
linear integer problem. There are so many types of knap-
sack problems. These include the zero-one, multiple, multi-
ple-choice, bounded, unbounded, quadratic, multi-objective, 
multi-dimensional, collapsing zero-one and set union knap-
sack problems. The zero-one knapsack problem is one in 
which the variables assume 0 s and 1 s only. The reason is that 
an item can be chosen or not chosen. In other words there is 
no way it is possible to have fractional amounts or items. This 
is the easiest class of the knapsack problems and is the only 
one that can be solved in polynomial by interior point algo-
rithms and in pseudo-polynomial time by dynamic program-
ming approaches. The multiple-choice knapsack problem is  
a generalization of the ordinary knapsack problem, where the 
set of items is partitioned into classes. The zero-one choice of 
taking an item is replaced by the selection of exactly one item 
out of each class of items.

Keywords: knapsack integer problem, reformulation, 
branch and bound algorithm, unimodular, computational 
complexity. 
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