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This study investigates unstructured text data on clinical trials. 
The task addressed relates to the fact that analyzing such data in­
volves a laborious and error-prone process, hard-to-tackle even for 
specialists. In turn, this leads to an increase in the duration of studies 
and delays in the release of new drugs to the market. 

This work reports an approach to constructing a dataset on 
clinical trials, as well as subsequent extraction of key information 
using state-of-the-art large language models. A study was conducted 
on extracting such indicators as the eligible gender of participants, 
a research phase, as well as the study’s therapeutic area. A total of 
11,703 experiments were performed, most of which achieved high 
results. In particular, the average values when using the GPT-4o-mini 
model were as follows: F1-measure – 0.92; accuracy – 0.98; recall – 0.99; 
precision – 0.87. 

Extraction of information from clinical documentation in 
Ukrainian demonstrated similar results compared to English-lan­
guage counterparts. In some cases, a significant number of false 
positives were observed, and the indicators were significantly  
lower (the lowest recorded values: F1-measure – 0.52; accuracy – 0.82; 
recall – 0.78; precision – 0.35). For such cases, the reasons were an­
alyzed, and the corresponding conclusions and recommendations 
were formulated. 

In addition, the results of the experiments helped identify a num­
ber of discrepancies and errors in official registries, which is a vivid 
example of practical application. Other examples of using the result 
are the possibility of scaling the technology to additional data types, 
as well as supporting digital transformation in the medical field. Such 
results are prerequisites for automating the clinical trial process and 
accelerating the release of new drugs to the market.
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This study investigates the process of analyzing immunohis­
tochemical images of breast cancer. The study has contributed to 
solving the task of a standardized and objective approach to the 
quantitative assessment of immunohistochemical biomarkers, which 
would minimize inter-individual variability in assessments and could 
be computationally efficient for the analysis of biomedical images. 

This paper aims to balance model complexity and generalization 
by using evolutionary algorithms to tune deep neural networks for bio­
medical tasks, analyzing how network structure affects performance.

Experiments were conducted on the segmentation of immuno­
histochemical images on 13 different architectures of neural net­
works. The evaluation was performed using five accuracy metrics, 
which allowed for an objective comparison of model performance. 
The use of a genetic algorithm to optimize the neural network archi­
tecture made it possible to adaptively find combinations of parame­
ters, in particular the number of layers and the size of the base filter. 
The evolutionary approach enabled effective exploration of configu­
ration space, which led to an increase in the Dice metric to 0.74. The 
resulting increase in accuracy indicates the model’s improved ability 
to segment images with different characteristics, demonstrating the 
practical effectiveness of the proposed approach for biomedical di­
agnosis tasks.

The optimized architecture was used to design a system for 
diagnosing breast cancer automatically based on neural networks, 
in particular for the method of automatic diagnosis of breast cancer 
subtypes. That contributed to improving the accuracy of biomedical 
image analysis, which could help improve the diagnostic process in 
clinical practice.

Keywords: Attention U-Net, genetic algorithm, neural network 
architecture optimization, IHC images, biomedical image segmenta­
tion, automatic diagnosing of breast cancer.

References
1.	 Hamet, P., Tremblay, J. (2017). Artificial intelligence in medicine. Me­

tabolism, 69, S36–S40. https://doi.org/10.1016/j.metabol.2017.01.011 
2.	 Briganti, G., Le Moine, O. (2020). Artificial Intelligence in Medi­

cine: Today and Tomorrow. Frontiers in Medicine, 7. https://doi.
org/10.3389/fmed.2020.00027 

3.	 Litjens, G., Kooi, T., Bejnordi, B. E., Setio, A. A. A., Ciompi, F., Gha­
foorian, M. et al. (2017). A survey on deep learning in medical image 
analysis. Medical Image Analysis, 42, 60–88. https://doi.org/10.1016/ 
j.media.2017.07.005 

4.	 Srikantamurthy, M. M., Rallabandi, V. P. S., Dudekula, D. B., Na­
tarajan, S., Park, J. (2023). Classification of benign and malignant 
subtypes of breast cancer histopathology imaging using hybrid CNN-
LSTM based transfer learning. BMC Medical Imaging, 23 (1). https://
doi.org/10.1186/s12880-023-00964-0 

5.	 Al-Jabbar, M., Alshahrani, M., Senan, E. M., Ahmed, I. A. (2023). An­
alyzing Histological Images Using Hybrid Techniques for Early Detec­
tion of Multi-Class Breast Cancer Based on Fusion Features of CNN 
and Handcrafted. Diagnostics, 13 (10), 1753. https://doi.org/10.3390/
diagnostics13101753 

6.	 Miranda Ruiz, F., Lahrmann, B., Bartels, L., Krauthoff, A., Keil, A., 
Härtel, S. et al. (2023). CNN stability training improves robustness 
to scanner and IHC-based image variability for epithelium segmen­
tation in cervical histology. Frontiers in Medicine, 10. https://doi.
org/10.3389/fmed.2023.1173616 

7.	 Zaha, D. C. (2014). Significance of immunohistochemistry in breast 
cancer. World Journal of Clinical Oncology, 5 (3), 382. https://
doi.org/10.5306/wjco.v5.i3.382 

8.	 Aswathy M. A., Mohan, J. (2020). Analysis of Machine Learning 
Algorithms for Breast Cancer Detection. Handbook of Research on 
Applications and Implementations of Machine Learning Techniques, 
1–20. https://doi.org/10.4018/978-1-5225-9902-9.ch001 

9.	 Nabok, A. I. (2023). Prevalence and incidence of breast cancer 
in Ukraine. Wiadomości Lekarskie, 76 (10), 2219–2223. Available 
at: https://www.researchgate.net/profile/Serhii-Tertyshnyi/publica­
tion/375025887_WL_Layout_10_2023/links/653bdaf73cc79d48c­
5b14c25/WL-Layout-10-2023.pdf#page=93

10.	 Siegel, R. L., Kratzer, T. B., Giaquinto, A. N., Sung, H., Jemal, A. 
(2025). Cancer statistics, 2025. CA: A Cancer Journal for Clinicians, 
75 (1), 10–45. https://doi.org/10.3322/caac.21871 

11.	 Ronneberger, O., Fischer, P., Brox, T. (2015). U-Net: Convolutional 
Networks for Biomedical Image Segmentation. Medical Image Com­
puting and Computer-Assisted Intervention – MICCAI 2015, 234–241. 
https://doi.org/10.1007/978-3-319-24574-4_28 

12.	 Polley, M.-Y. C., Leung, S. C. Y., McShane, L. M., Gao, D., Hugh, J. C., 
Mastropasqua, M. G. et al. (2013). An International Ki67 Reproduc­
ibility Study. JNCI: Journal of the National Cancer Institute, 105 (24), 
1897–1906. https://doi.org/10.1093/jnci/djt306 

13.	 Kumar, N., Gupta, R., Gupta, S. (2020). Whole Slide Imaging (WSI) in 
Pathology: Current Perspectives and Future Directions. Journal of Digital 
Imaging, 33 (4), 1034–1040. https://doi.org/10.1007/s10278-020-00351-z 

14.	 Siddique, N., Paheding, S., Elkin, C. P., Devabhaktuni, V. (2021). 
U-Net and Its Variants for Medical Image Segmentation: A Review of 
Theory and Applications. IEEE Access, 9, 82031–82057. https://doi.
org/10.1109/access.2021.3086020 

15.	 Mehta, R., Arbel, T. (2019). 3D U-Net for Brain Tumour Segmentation. 
Brainlesion: Glioma, Multiple Sclerosis, Stroke and Traumatic Brain 
Injuries, 254–266. https://doi.org/10.1007/978-3-030-11726-9_23 

16.	 Chen, W., Liu, B., Peng, S., Sun, J., Qiao, X. (2019). S3D-UNet: Sepa­
rable 3D U-Net for Brain Tumor Segmentation. Brainlesion: Glioma, 
Multiple Sclerosis, Stroke and Traumatic Brain Injuries, 358–368. 
https://doi.org/10.1007/978-3-030-11726-9_32 

17.	 Benny, S., Varma, S. L. (2021). Semantic Segmentation in Im­
munohistochemistry Breast Cancer Image using Deep Learning. 

117

Abstract and References. Information technology. Industry control systems



2021 International Conference on Advances in Computing, Com­
munication, and Control (ICAC3), 1–3. https://doi.org/10.1109/
icac353642.2021.9697264 

18.	 Benny, S., Varma, S. L. (2023). Attention-enhanced residual U-Net for 
nucleus segmentation in immunohistochemistry images. International 
Journal of Applied Engineering & Technology, 5 (4), 1266–1283. Avail­
able at: https://romanpub.com/resources/ijaet20v5-4-2023-138.pdf

19.	 Mahanta, L. B., Hussain, E., Das, N., Kakoti, L., Chowdhury, M. 
(2021). IHC-Net: A fully convolutional neural network for automated 
nuclear segmentation and ensemble classification for Allred scoring 
in breast pathology. Applied Soft Computing, 103, 107136. https://
doi.org/10.1016/j.asoc.2021.107136 

20.	 Kromp, F., Fischer, L., Bozsaky, E., Ambros, I. M., Dorr, W., Beiske, K. 
et al. (2021). Evaluation of Deep Learning Architectures for Complex 
Immunofluorescence Nuclear Image Segmentation. IEEE Transac­
tions on Medical Imaging, 40 (7), 1934–1949. https://doi.org/10.1109/
tmi.2021.3069558 

21.	 Xu, S., Li, G., Song, H., Wang, J., Wang, Y., Li, Q. (2024). GeNSeg-
Net: A General Segmentation Framework for Any Nucleus in Im­
munohistochemistry Images. Proceedings of the 32nd ACM Inter­
national Conference on Multimedia, 4475–4484. https://doi.org/ 
10.1145/3664647.3681441 

22.	 Aboudessouki, A., Ali, Kh. M., Elsharkawy, M., Alksas, A., Mah­
moud, A., Khalifa, F. et al. (2023). Automated Diagnosis of Breast 
Cancer Using Deep Learning-Based Whole Slide Image Analysis of 
Molecular Biomarkers. 2023 IEEE International Conference on Image 
Processing (ICIP). https://doi.org/10.1109/icip49359.2023.10222479 

23.	 Tkachova, O. V., Melnyk, H. M., Pitsun, O. Y., Datsko, T. V., 
Klishch, I. M., Derysh, B. B. (2023). A. s. No. 118979. Baza danykh tsy­
frovykh imunohistokhimichnykh zobrazhen raku molochnoi zalozy 
«IHCDBI». declareted: 10.05.2023; published: 31.07.2023, Bul. No. 76.

24.	 Huynh, N. (2023). Understanding evaluation metrics in Medical Im­
age Segmentation. Available at: https://medium.com/mastering-da­
ta-science/understanding-evaluation-metrics-in-medical-image-segmenta­
tion-d289a373a3f

25.	 WBRT pislia BCS. Rak molochnoi zalozy na rannikh stadiyakh: 
Klinichna nastanova, zasnovana na dokazakh (2024). Ministerstvo 
okhorony zdorovia Ukrainy, 27–28. Available at: https://www.dec.gov.
ua/wp-content/uploads/2025/02/kn_2025_rannij-rmz.pdf

26.	 Berezsky, O., Pitsun, O., Melnyk, G., Datsko, T., Izonin, I., Derysh, B. 
(2023). An Approach toward Automatic Specifics Diagnosis of Breast 
Cancer Based on an Immunohistochemical Image. Journal of Imag­
ing, 9 (1), 12. https://doi.org/10.3390/jimaging9010012 

27.	 Cardoso, F., Kyriakides, S., Ohno, S., Penault-Llorca, F., Poortmans, P., 
Rubio, I. T. et al. (2019). Early breast cancer: ESMO Clinical Practice 
Guidelines for diagnosis, treatment and follow-up. Annals of Oncolo­
gy, 30 (8), 1194–1220. https://doi.org/10.1093/annonc/mdz173 

28.	 Liashchynskyi, P. B., Berezsky, O. M. (2024). Computer diagnostic 
systems: methods and tools. Ukrainian Journal of Information Tech­
nology, 6 (2), 57–63. https://doi.org/10.23939/ujit2024.02.057 

29.	 Berezsky, O. M., Liashchynskyi, P. B. (2024). Development of the 
architecture of a computer aided diagnosis system in medicine. 
Applied Aspects of Information Technology, 7 (4), 359–369. https://
doi.org/10.15276/aait.07.2024.25 

DOI: 10.15587/1729-4061.2025.332096
IDENTIFYING THE BEST MODELS FOR BISINDO 
ALPHABET GESTURE CLASSIFICATION TO 
SUPPORT THE COMMUNICATION NEEDS OF THE 
DEAF COMMUNITY (p. 26–41)

Ilka Zufria
Universitas Islam Negeri Sumatera Utara, Deli Serdang, Indonesia

ORCID: https://orcid.org/0000-0003-3915-5133

Tengku Henny Febriana Harumy
Universitas Sumatera Utara, Medan, Indonesia
ORCID: https://orcid.org/0000-0003-1504-5570

Syahril Efendi
Universitas Sumatera Utara, Medan, Indonesia
ORCID: https://orcid.org/0000-0002-3944-5459

The object of this research is the BISINDO alphabet gestures 
which are static hand movements used by the Deaf community in 
Indonesia to communicate, with each letter having a unique hand 
pattern influenced by culture and regional variations. The problem 
solved is the accuracy and performance of BISINDO hand gesture 
classification which is less than optimal due to complex gesture vari­
ations and computational limitations on lightweight devices.

This study examines the performance of BISINDO alphabet ges­
ture classification using deep learning models with 4 architectures: 
VGG-19, ResNet-50, MobileNetV2, and Inception-V3. This object 
is a collection of images used as a dataset consisting of 10,400 im
ages (7,280 training, 2,080 validation, and 1,040 testing). The results 
show that the MobileNetV2 and VGG-19 architectures achieve the 
highest accuracy of 100%, followed by Inception-V3 (99%) and 
ResNet-50 (98%). The results of this study indicate that the superior 
performance of MobileNetV2 is due to its efficient depthwise sep­
arable convolutional architecture, while the superiority of VGG-19 
lies in its very deep architecture and the use of small convolutional 
filters to capture very detailed hierarchical features of gestures. 
Meanwhile, Inception-V3 excels thanks to the inception module that 
captures gesture features at various scales. The results of this perfor­
mance comparison, MobileNetV2 is the most superior because of its 
computational efficiency that supports high performance, as well as 
adaptation to complex variations in BISINDO alphabet gestures. The 
results of this study can also be applied in the fields of education and 
communication for the deaf community, especially in embedded ap­
plications, thus enabling real-time sign language accessibility.

Keywords: BISINDO, alphabet gestures, performance, CNN, 
VGG-19, MobileNetV2, ResNet-50, Inception-V3.
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This study investigates the process of selecting filtering methods 
for the corresponding images of road defects, provided that the tex­
tures and edges of the depicted damage are maximally preserved. The 
results are aimed at solving the task of ensuring the overall quality of 
pre-processing of defect images by selecting an effective filter corre­
sponding to the type of depicted road defect. 

An approach to selecting filtering methods for the corresponding 
images of road defects has been devised. Compared to convention­
al approaches, which are usually based on only one criterion, the 
devised approach is based on multi-criteria selection of an effective 
method. The approach algorithm combines the evaluation of the fil­
tering results by the peak signal-to-noise ratio (PSNR) and the visual 
evaluation method based on established criteria. This is explained 
by the fact that the multi-criteria filter selection method produces  
a better integrated result compared to conventional ones as evidenced 
by the results of experimental testing. In particular, the practical 
implementation of the approach in the Python programming lan­
guage (USA) and its testing based on images of 5 types of linear and 
planar damage types has been carried out. 

Based on the results of testing, it was found that the PSNR of the 
results of processing images of longitudinal cracks with a nonlocal 
averaged filter is 15.26% higher than when using the Gaussian filter, 
which is proposed in other studies. The PSNR of the results of pro­
cessing images of potholes with a bilinear filter is 15.5% higher than 
when using the Gaussian filter. 

Such results indicate the possibility of effective application of 
these filters in practice for rapid pre-processing of large arrays of 
images of such defects.

Keywords: noise pollution, road damage images, peak signal-to-
noise ratio, image filtering.
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This paper explores change detection in repeat-track side-scan 
sonar imagery through feature matching. It addresses insufficient 
matching accuracy and stability in low-contrast, noisy, and geomet­
rically distorted side-scan sonar imagery typically collected from sur­
face vehicles. The experiment included a comparison of classical, con­
volutional, and transformer-based feature matching methods (SIFT, 
DISK, SuperPoint, LoFTR, and LightGlue) on two real-world datasets, 
Atlantic and Baltic. The results were evaluated quantitatively and 
qualitatively. Quantitative evaluation used displacement, angular sta­
bility, and reprojection error metrics, as well as resource consumption 
metrics like execution time and memory usage. In addition, matching 
maps and change maps for pairs of images were generated and ana­
lyzed qualitatively. All methods produced interpretable change maps 
for the low-noise Baltic dataset, whereas the wave-affected Atlantic 
dataset with stripe- and speckle noise only occasionally produced 
consistent maps. The SuperPoint + LightGlue method demonstrated 
the highest ratio of inlier correspondences after RANSAC filter­
ing (43.4% and 65.6%) and the lowest mean reprojection error (36.0 
and 3.9 px), while LoFTR provided the densest coverage (up to 97%) 
consuming up to 15× more computational resources. These results 
confirm the advantage of transformer-based matching methods under 
challenging conditions due to their global receptive field. In contrast, 
CNN-based methods performed better in low-noise, well-aligned 
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images. Overall, the findings indicate that deep feature matchers can 
improve the applicability and reliability of change detection in tasks 
such as humanitarian demining, autonomous underwater navigation, 
image mosaicking, and related applications.

Keywords: side-scan sonar, feature matching, deep learning, 
change detection, computer vision.
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This study investigates human thermal and physiological re­
sponses during water immersion. The task addressed relates to the 
current gap between sophisticated, expert-driven mathematical mod­
els of thermoregulation and the practical demand for accessible tools 
to assess thermal risks in open water. 

To bridge the gap, this paper proposes a method based on the 
integration of a multicompartmental mathematical model of human 
thermoregulation with a mobile application. The results of the study 
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confirm the method’s effectiveness in predicting human physiolog­
ical responses during water immersion. Model validation against 
experimental data demonstrated strong concordance, particularly in 
reproducing core temperature dynamics under cold-water exposure 
(Theil index ≈ 0; t(9) = 2.16, p > 0.05). 

Modeling results indicate that moderate activity (300 W) in 
water at a temperature of 10°C leads to a decrease in internal tem­
perature, whereas higher activity levels (600 W) are sufficient to 
maintain normal body temperature. Wetsuits play a critical role in 
preserving human temperature regime during cold-water immersion; 
without a wetsuit, passive immersion at 17°C results in hypothermia 
within 60 minutes (Tcore < 36°C). Conversely, during high-intensity 
exercise (1100 W), wetsuits may increase thermal strain, with body 
temperature rising to 39.2°C over 60 minutes, while in the absence of 
protective clothing – Tcore = 38.1°C. 

The findings provide quantitative insights into the influence of 
water, immersion level, activity, and wetsuit on human thermal re­
sponses. The app that was developed could predict safety guidelines 
for aquatic sports and recreational activities.

Keywords: model, physical activity in water, cold stress, extreme 
environment, health risk.
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This study investigates the process of designing multi-bit adders 
based on an improved element base of their components in binary 
codes of Rademacher theoretical-numerical basis. The task addressed 
relates to the fact that the known element base of modern single-bit 
adders does not make it possible to achieve the minimax characteris­
tics of sum formation and carry-save efficiency in their structures in 
1 micro cycle. 

The improved element base of single-bit adders has been built on 
the basis of the «Exclusive AND» logic element, which has low hard­
ware complexity and high speed of output signal formation.

Improved architectural solutions for full and half single-bit bin
ary adders with minimax characteristics of hardware and time com­
plexity in structures of multi-bit adders of various types have been 

applied. The system characteristics of microelectronic structures of 
multi-bit adders of various types based on full and half single-bit bi­
nary combinational adders with direct, inverse, and paraphase inputs 
and outputs have been investigated. 

As a result, it has been theoretically established and practically 
confirmed that multi-bit adders based on an improved element base 
have 2 times less hardware complexity and 6 times higher speed.

The structure of a cascaded n-bit fast adder has been designed, 
which has a speed 1.8 times higher than that of the known imple­
mentation.

Using the VHDL hardware description language and Vivado 
CAD, a 64-bit cascade adder was modelled and synthesized on FPGA, 
which has twice the speed of the known adder. 

The designed multi-bit Rademacher basis adders are applicable to 
statistical, correlation, and entropy analysis tasks, video image process­
ing, image recognition, as well as various artificial intelligence tasks.

Keywords: cascade and pyramid adders, full and half adders, 
time and hardware complexity, FPGA.
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This study redesigns technological lines for dynamic shock freez­
ing of food products with a long shelf life. The task is to reduce energy 
consumption per product unit and decrease the cost of maintaining 
technological lines.

It was established that replacing analog sensors of technological 
process parameters with digital devices makes it possible to shorten 
transition intervals between different operating modes of the line by 
more than 10 minutes. Applying controlled valves and gates in the 
equipment makes it possible to optimize automatic freezing modes, 
taking into account both the quality indicators of frozen products and 
the efficiency of equipment operation. 

Modernization of equipment makes it possible to devise more 
effective automatic operation programs for shock freezing tech­
nological lines under the supervision of a single operator. This 
approach involves the selection of different automatic technolog­
ical freezing modes for different products. In this case, product 
parameters (thermal conductivity, percentage of water content, 
dimensions of individual products) and the final state of frozen 
products (deep freezing to –30°C, quick freezing to –10°C, or  
others) are taken into account. 

The service functions of the automatic control system in the 
technological line have been expanded. In particular, these include 
self-diagnosis, rapid automatic response to emergencies, automatic 
warning about refrigerant leakage, enhanced informativeness of the 
text-symbol display, as well as convenience of the operator-equipment 
interface. Experimental studies on the modernized automatic line 
have shown a reduction in electricity consumption by almost 50% 
while maintaining the capacity of cold generation.

Keywords: quick freezing, food products, automation of techno­
logical lines, improvement of automatic control.
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This study focuses on the information processes involved in the 
interaction between components of WEB-oriented control systems 
based on the "Open User Communication" (OUC) technology. The 
task addressed related to the violation of data consistency across 
different topology levels in process control systems during cyclic 
server requests, the need for batch transmission of heterogeneous 
data types, the unification of equipment, and the technical validation 
of solutions.

A system topology has been designed using a SCADA (Supervi­
sory Control and Data Acquisition) system, a server PLC (Program­
mable Logic Controller), and four terminal PLCs with integrated 
OUC in the "TIA Portal" environment. This topology allows for data 
consistency between the server and terminal PLCs by transmitting 
heterogeneous data formats within a single frame using dynamic 
data-slice selection.

Hardware tools and application software were developed in the 
Function Block Diagram (FBD) language of the IEC 61131-3 standard 
to implement "Open User Communication" with transmission capac­
ities of up to 8192 bytes per frame.

To study information processes, a simulation model of interac­
tion between the server and terminal PLCs based on OUC was built 
and tested using virtual PLC simulators with dynamic data-slice 
adjustment. The transmission of 12 different data formats (a total of 
332 bytes) was tested using the "TSEND_C" and "TRCV_C" instruc­
tions under a "monitoring-on" mode.

GRE tunneling protocol parameters were configured to enable 
simultaneous data exchange between the server and terminal PLCs 

via "Open User Communication", alongside PLC programming via 
"S7-Communication".

Based on the proposed solutions, a WEB-oriented data acqui­
sition system for technological facilities of municipal water-supply 
enterprises was developed and validated under industrial conditions.

Keywords: Open User Communication, OUC topology, SCADA, 
PLC Simatic-S7, OUC simulation model.
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АВТОМАТИЗОВАНЕ ВИДОБУВАННЯ КЛЮЧОВИХ ПАРАМЕТРІВ ТА ВИЯВЛЕННЯ НЕВІДПОВІДНОСТЕЙ У КЛІНІЧНІЙ 
ДОКУМЕНТАЦІЇ ЗА ДОПОМОГОЮ ВЕЛИКИХ МОВНИХ МОДЕЛЕЙ (c. 6–14)

В. М. Горлач, В. Т. Пасічник

Об’єктом дослідження є неструктуровані текстові дані про клінічні випробування. Проблема полягає в тому, що аналіз таких 
даних є трудомістким і схильним до помилок процесом, навіть для фахівців. У свою чергу, це призводить до збільшення тривалості 
досліджень та затримок із випуском новітніх препаратів на ринок. У даній роботі продемонстровано підхід до формування набору 
даних про клінічні випробування, а також подальшого видобування ключової інформації за допомогою сучасних великих мовних 
моделей. Проведено дослідження з видобування таких показників, як допустима стать учасників, фаза дослідження та профіль дослі­
дження. Загалом було виконано 11 703 експериментів, у більшості з яких вдалося досягти високих результатів. Зокрема, середні зна­
чення при використанні моделі GPT-4o-mini були такими: F1-міра – 0,92; влучність – 0,98; повнота – 0,99; точність – 0,87. Видобування 
інформації з клінічної документації українською мовою продемонструвало схожі результати порівняно з англомовними аналогами. 
В окремих випадках, спостерігалася значна кількість хибно-позитивних результатів і показники були суттєво нижчими (найнижчі за­
фіксовані значення: F1-міра – 0,52; влучність – 0,82; повнота – 0,78; точність – 0,35). Для таких випадків було проаналізовано причини, 
сформульовано відповідні висновки та рекомендації. Крім того, результати експериментів допомогли виявити низку розбіжностей та 
помилок в офіційних реєстрах, що є яскравим прикладом практичного застосування. Іншими прикладами використання отриманого 
результату є можливість масштабування технології на додаткові типи даних, а також підтримка цифрової трансформації у медичній 
сфері. Такі результати складають передумови для автоматизації процесу клінічних випробування та пришвидшення виходу новітніх 
препаратів на ринок.

Ключові слова: клінічні випробування, великі мовні моделі, клінічна документація, видобування даних.
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РОЗРОБКА КОМПЛЕКСНОГО ПІДХОДУ ДО АВТОМАТИЧНОГО ДІАГНОСТУВАННЯ ПІДТИПІВ РАКУ МОЛОЧНОЇ 
ЗАЛОЗИ НА ОСНОВІ ГЛИБОКИХ НЕЙРОННИХ МЕРЕЖ (c. 15–25)

О. М. Березький, П. Б. Лящинський, Пет. Б. Лящинський, П. Р. Сельський

Об’єктом дослідження є процес аналізу імуногістохімічних зображень раку молочної залози. Дослідження дозволило внести свій 
вклад у вирішення проблеми стандартизованого та об’єктивного підходу до кількісної оцінки імуногістохімічних біомаркерів, що 
мінімізував би міжособистісну варіабельність оцінок та був обчислювально ефективним для аналізу біомедичних зображень.

Дослідження присвячене пошуку балансу між складністю моделі та узагальненням з використанням еволюційних алгоритмів 
для налаштування глибоких нейронних мереж для біомедичних завдань, аналізуючи вплив структури мережі на продуктивність.

У роботі було проведено експерименти із сегментації імуногістохімічних зображень на 13 різних архітектурах нейронних мереж. 
Оцінювання здійснювалося за допомогою п’яти метрик точності, що дозволило об’єктивно порівняти продуктивність моделей. 
Використання генетичного алгоритму для оптимізації архітектури нейронної мережі дозволило адаптивно знаходити комбінації 
параметрів, зокрема кількість шарів та розмір базового фільтра. Еволюційний підхід забезпечив ефективне дослідження простору 
конфігурацій, що призвело до підвищення метрики Dice до 0.74. Отримане зростання точності свідчить про покращену здатність 
моделі до сегментації зображень із різними характеристиками, що демонструє практичну ефективність запропонованого підходу для 
задач біомедичного діагностування.

Оптимізовану архітектуру застосовано для розробки системи автоматичного діагностування раку молочної залози на основі 
нейронних мереж, зокрема для методу автоматичного діагностування підтипів раку молочної залози. Це посприяло підвищенню 
точності аналізу біомедичних зображень, що допоможе покращити діагностичний процес у клінічній практиці. 

Ключові слова: Attention U-Net, генетичний алгоритм, оптимізація архітектури нейронної мережі, ІГХ-зображення, сегментація 
біомедичних зображень, автоматичне діагностування раку молочної залози.
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ВИЗНАЧЕННЯ НАЙКРАЩИХ МОДЕЛЕЙ КЛАСИФІКАЦІЇ ЖЕСТІВ АЛФАВІТУ BISINDO ДЛЯ ПІДТРИМКИ 
КОМУНІКАТИВНИХ ПОТРЕБ СПІЛЬНОТИ ГЛУХИХ (c. 26–41)

Ilka Zufria, Tengku Henny Febriana Harumy, Syahril Efendi

Об’єктом цього дослідження є жести алфавіту BISINDO, які являють собою статичні рухи рук, що використовуються глухими 
людьми в Індонезії для спілкування, причому кожна літера має унікальний візерунок руки, на який впливають культура та регіо­
нальні особливості. Вирішена проблема полягає в точності та продуктивності класифікації жестів рук BISINDO, яка є неоптимальною 
через складні варіації жестів та обчислювальні обмеження на легких пристроях.

У цьому дослідженні розглядається продуктивність класифікації жестів алфавіту BISINDO за допомогою моделей глибокого 
навчання з 4 архітектурами: VGG-19, ResNet-50, MobileNetV2 та Inception-V3. Цей об’єкт являє собою колекцію зображень, що вико­
ристовуються як набір даних, що складається з 10 400 зображень (7 280 навчальних, 2 080 валідаційних та 1 040 тестових). Результати 
показують, що архітектури MobileNetV2 та VGG-19 досягають найвищої точності 100%, далі йдуть Inception-V3 (99%) та ResNet-50 (98%). 
Результати цього дослідження показують, що чудова продуктивність MobileNetV2 зумовлена його ефективною згортковою архітек­
турою з роздільною глибиною, тоді як перевага VGG-19 полягає в його дуже глибокій архітектурі та використанні малих згорткових 
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фільтрів для захоплення дуже детальних ієрархічних характеристик жестів. Тим часом Inception-V3 перевершує інших завдяки мо­
дулю inception, який захоплює характеристики жестів у різних масштабах. Результати цього порівняння продуктивності показують, 
що MobileNetV2 є найвищим завдяки своїй обчислювальній ефективності, яка забезпечує високу продуктивність, а також адаптацію 
до складних варіацій жестів алфавіту BISINDO. Результати цього дослідження також можуть бути застосовані в сферах освіти та кому­
нікації для глухих, особливо у вбудованих додатках, що забезпечує доступність жестової мови в режимі реального часу.

Ключові слова: BISINDO, жести алфавіту, продуктивність, CNN, VGG-19, MobileNetV2, ResNet-50, Inception-V3.
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РОЗРОБКА ПІДХОДУ ДО ПІДБОРУ МЕТОДІВ ФІЛЬТРАЦІЇ ДО ВІДПОВІДНИХ ЗОБРАЖЕНЬ ДЕФЕКТІВ АВТОМОБІЛЬНИХ 
ДОРІГ (c. 42–51)

І. П. Гамеляк, А. М. Харченко, А. М. Дмитриченко, В. В. Сватко, Т. М. Мороз, С. Г. Сіхневич

Об’єкт дослідження – процес підбору методів фільтрації до відповідних зображень дефектів доріг за умови максимального збере­
ження текстур та країв зображених пошкоджень. 

Результати дослідження спрямовані на вирішення проблеми забезпечення загальної якості попередньої обробки зображень 
дефектів за рахунок підбору ефективного фільтру, відповідного до типу зображеного дефекту дороги. Розроблено підхід до підбору 
методів фільтрації до відповідних зображень дефектів доріг. У порівнянні з традиційними підходами, які зазвичай базуються лише 
на одному критерії, розроблений підхід заснований на багатокритеріальному виборі ефективного методу. В алгоритмі підходу вико­
ристано комбінацію оцінки результатів фільтрації за показником пікового співвідношення сигнал/шум (PSNR) та методу візуального 
оцінювання за встановленими критеріями. Це пояснюється тим, що багатокритеріальний метод підбору фільтра дає за результа­
тами експериментальної апробації кращий інтегральний результат у порівнянні з традиційними. Зокрема, здійснено практичну 
реалізацію підходу мовою програмування Python (США) та його апробацію на основі зображень 5-ти видів пошкоджень лінійного 
та площинного типів. За результатами апробації встановлено, що PSNR за результатами обробки зображень поздовжніх тріщин 
нелокальним усередненим фільтром на 15,26% більше ніж при застосуванні Гаусового фільтру, який пропонується у традиційних 
дослідженнях. PSNR за результатами обробки зображень вибоїн білінійним фільтром на 15,5% більше ніж при застосуванні Гаусового 
фільтру. Такі результати свідчать про можливості ефективного застосування цих фільтрів на практиці для попередньої швидкої об­
робки великих масивів зображень подібних дефектів.

Ключові слова: шумове забруднення, зображення пошкоджень доріг, пікове співвідношення сигнал/шум, фільтрація зображення.
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ВИЯВЛЕННЯ ЗМІН НА ЗОБРАЖЕННЯХ СОНАРА БОКОВОГО ОГЛЯДУ НА ОСНОВІ ГЛИБОКИХ НЕЙРОННИХ МЕРЕЖ 
СПІВСТАВЛЕННЯ ОЗНАК (c. 52–62)

О. М. Катруша, Dmytro Prylipko, К. В. Єфремов

У роботі розглядається виявлення змін між повторними проходами на зображеннях сонара бокового огляду на основі співстав­
лення ознак. Проблемою, що вирішувалася, є недостатня точність і стійкість співставлення у шумних і слабоконтрастних умовах 
морського дна. Було проведено систематичне експериментальне порівняння класичних, згорткових і трансформерних методів вияв­
лення та співставлення ознак (SIFT, DISK, SuperPoint, LoFTR, LightGlue) на двох реальних наборах даних – Atlantic і Baltic. Кількісно та 
якісно оцінено виявлення та співставлення ключових точок; застосовано метрики зміщення, кутової стабільності та похибки репро­
єкції, а також оцінено ефективність використання ресурсів (час виконання, використання пам’яті). Всі методи продукували інтерпре­
товану карту змін на низькошумному наборі Baltic. На Atlantic така карта генерувалась епізодично. Комбінація SuperPoint + LightGlue 
показала найкращі результати відсотку коректних збігів після фільтрації RANSAC (43,4% та 65,6%) та середньої похибки репроєкції на 
обох наборах (36,0 та 3,9 пікс.). LoFTR показав найкраще покриття (до 97%) при відчутно більшому споживанні ресурсів. Ці результати 
пояснюються здатністю трансформерних архітектур враховувати глобальні просторові залежності, тоді як CNN-підходи є ефективні­
шими у зонах з вираженою локальною структурою та низьким шумом. Особливістю дослідження є застосування реальних зашумле­
них даних та порівняння найсучасніших методів співставлення у єдиному експериментальному середовищі. Це дозволяє підвищити 
надійність співставлення точок та виявлення змін у підводних місіях, моніторингу акваторій, протимінних заходах та автономної 
навігації. Результати можуть бути використані для подальшої адаптації моделей до акустичних зображень і інтелектуального аналізу 
акустичних даних.

Ключові слова: сонар бокового огляду, співставлення, комп’ютерний зір, глибоке навчання, виявлення змін.
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ІНТЕГРАЦІЯ МОДЕЛІ ТА СМАРТФОН ТЕХНОЛОГІЙ ДЛЯ ОЦІНЮВАННЯ ТЕРМОРЕГУЛЯЦІЇ У ХОЛОДНІЙ ВОДІ (c. 63–71)

І. Й. Єрмакова, О. Є. Волков, А. Ю. Ніколаєнко, О. В. Грицаюк, Ю. П. Тадеєва 

Об’єктом дослідження є теплові та фізіологічні реакції людини під час занурення у воду. Ключова проблема полягає в наявно­
му розриві між складними математичними моделями терморегуляції, які вимагають експертних знань, та практичною потребою 
в доступній оцінці теплових ризиків під час перебування у відкритій воді. Для подолання цього розриву в роботі запропоновано 
метод, який базується на інтеграції математичної моделі з мобільним застосунком, а результати дослідження підтверджують його 
ефективність для прогнозування фізіологічних реакцій людини під час перебуванні у воді. Валідація моделі показала високу точність  
у прогнозуванні динаміки внутрішньої температури людини у холодній воді (показник Тейла ≈ 0; t(9) = 2,16, p > 0,05).

Моделювання показало, що помірна активність (300 Вт) у воді 10°C призводить до зниження внутрішньої температури, а вищий 
рівень активності (600 Вт) є достатнім для підтримання температури тіла. Гідрокостюм суттєво впливає на температурний режим 
людини. Перебування людини у спокої у воді 17°C без гідрокостюму спричиняє гіпотермію (Tcore < 36°C), а в ньому температура 
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підтримується нормальною. За умов інтенсивного плавання (1100 Вт) гідрокостюм підвищує температуру людини до 39,2°C, тоді як 
за його відсутності Tcore = 38,1°C. 

Отримані результати забезпечують кількісне розуміння впливу температури води, рівня занурення, фізичної активності та вико­
ристання гідрокостюма на теплові реакції людини. Розроблений застосунок може прогнозувати безпечні умови для занять водними 
видами спорту та рекреаційної діяльності. 

Ключові слова: модель, фізична активність у воді, холодовий стрес, екстремальні умови середовища, ризики здоров’я.
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РОЗРОБЛЕННЯ УДОСКОНАЛЕНИХ СТРУКТУР БАГАТОРОЗРЯДНИХ ПРИСТРОЇВ СУМУВАННЯ ДАНИХ У ДВІЙКОВИХ 
КОДАХ ТЕОРЕТИКО-ЧИСЛОВОГО БАЗИСУ РАДЕМАХЕРА (c. 72–83)

Я. М. Николайчук, І. Р. Пітух, В. М. Грига

Об’єктом дослідження є процес проєктування багаторозрядних суматорів на основі удосконаленої елементної бази їх компонен­
тів у двійкових кодах теоретико-числового базису Радемахера.

Проблемою даного дослідження є те, що відома елементна база сучасних однорозрядних суматорів не дозволяє досягти мінімак­
сних характеристик формування суми і наскрізного переносу у їх структурах за 1 мікротакт.

Удосконалена елементна база однорозрядних суматорів побудована на базі логічного елемента «Виключне І», який має низьку 
апаратну складність та високу швидкодію формування вихідних сигналів. 

Застосовано удосконалені архітектурні рішення повних та неповних однорозрядних двійкових суматорів з мінімаксними харак­
теристиками апаратної та часової складності у структурах багаторозрядних суматорів різних типів. Досліджено системні характе­
ристики мікроелектронних структур багаторозрядних суматорів різних типів на базі повних та неповних однорозрядних двійкових 
комбінаційних суматорів з прямими, інверсними та парафазними входо-виходами. 

Розроблено структуру каскадного n-розрядного суматора з прискореним переносом, який має швидкодію в 1,8 рази більшою  
у порівнянні з відомою реалізацією. 

В результаті теоретично встановлено та практично підтверджено, що багаторозрядні суматори на удосконаленій елементній базі 
мають у 2 рази меншу апаратну складність та у 6 разів більшу швидкодію. 

Розроблено структуру каскадного n-розрядного суматора з прискореним переносом, який має швидкодію в 1,8 рази більшою  
у порівнянні з відомою реалізацією. 

З використанням мови опису апаратних засобів VHDL та САПР Vivado проведено моделювання та синтез на ПЛІС 64-бітного 
суматора каскадного типу, який має у 2 рази більшу швидкодію у порівнянні з відомим. 

Сферою застосування розроблених багаторозрядних суматорів базису Радемахера є задачі статистичного, кореляційного, ен­
тропійного аналізу, опрацювання відеозображень, розпізнавання образів та вирішення різноманітних завдань штучного інтелекту.

Ключові слова: каскадні та пірамідальні суматори, повні та неповні суматори, часова та апаратна складність, ПЛІС. 
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ВИЗНАЧЕННЯ НАПРЯМКІВ УДОСКОНАЛЕННЯ АВТОМАТИЧНИХ ТЕХНОЛОГІЧНИХ ЛІНІЙ ШОКОВОГО 
ЗАМОРОЖУВАННЯ ХАРЧОВИХ ПРОДУКТІВ (c. 84–93)

С. І. Балога, С. М. Булеца, В. П. Іваницький, В. С. Ковтуненко, Я. П. Легета, Р. О. Мешко, М. М. Рябощук

Об’єктом досліджень є технологічні лінії динамічного шокового заморожування харчових продуктів із тривалим терміном 
експлуатації. Вирішувалась проблема зниження енергоспоживання на одиницю продукції і зменшення вартості обслуговування 
технологічних ліній. 

Встановлено, що заміна аналогових датчиків параметрів технологічного процесу на цифрові прилади дозволяє скоротити інтер­
вали переходів між різними режимами роботи лінії більше ніж на 10 хв. Використання в устаткуванні керованих клапанів і вентилів 
дає можливість оптимізувати режими автоматичного заморожування з урахуванням як показників якості заморожених продуктів, 
так і ефективності функціонування обладнання. Модернізація обладнання дозволяє створити для технологічних ліній шокового 
заморожування більш ефективні програми автоматичного функціонування під наглядом одного оператора. Такий підхід передбачає 
вибір різних автоматичних технологічних режимів заморожування для різних продуктів. При цьому враховуються параметри продук­
ту (теплопровідність, процентний вміст води, розміри окремих виробів) і кінцевий стан замороженої продукції (глибока заморозка 
до –30°C, швидка заморозка до –10°C або інші). Розширено сервісні функції системи автоматичного керування технологічної лінії. 
Зокрема, це самодіагностика, швидке автоматичне реагування на аварійні ситуації, автоматичне попередження витоку холодоагента, 
розширена інформативність текстово-символьному дисплея, зручність інтерфейсу оператор-обладнання. Експериментальні дослі­
дження модернізованої автоматичної лінії показали зменшення споживання електроенергії майже на 50% при збереженні потуж­
ності холодоутворення. 

Ключові слова: швидке заморожування, харчові продукти, автоматизація технологічних ліній, удосконалення автоматичного 
керування. 
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РОЗШИРЕННЯ ФУНКЦІОНАЛЬНОСТІ ТОПОЛОГІЙ WEB-ОРІЄНТОВАНИХ СИСТЕМ КЕРУВАННЯ ТЕХНОЛОГІЧНИМИ 
ОБ’ЄКТАМИ НА ОСНОВІ «OPEN USER COMMUNICATION» (c. 94–115)

Л. М. Заміховський, М. Я. Николайчук, І. Т. Левицький

Об’єктом дослідження є інформаційні процеси взаємодії між компонентами WEB-орієнтованих систем керування на основі тех­
нології «Open User Communication» (OUC). Проблема полягає в порушенні консистентності даних на різних рівнях топологій систем 
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керування технологічними об’єктами при циклічних серверних запитах, необхідності пакетної передачі різнорідних типів даних, 
уніфікації обладнання та технічної валідації рішень.

Розроблено топологію системи на основі SCADA (Supervisory Control and Data Acquisition), серверного PLC (Programmable Logic 
Controller) і 4-х термінальних PLC з інтеграцією «Open User Communication» в середовищі «TIA Portal». Така топологія вирішує зада­
чу консистентності даних між серверним і термінальними PLC за рахунок передачі в одному фреймі з динамічною вибіркою об’єму 
різнорідних форматів даних.

Розроблено апаратні засоби і прикладне програмне забезпечення на мові FBD (Function Block Diagram) стандарту IEC 61131-3 для 
реалізації технології «Open User Communication» з передачею до 8192 Bytes в одному фреймі.

Для дослідження інформаційних процесів розроблено і протестовано імітаційну модель взаємодії між серверним і термінальним 
PLC на основі «Open User Communication» і віртуальних симуляторів PLC з динамічною зміною вибірки даних. Протестовано переда­
чу 12-ти різних форматів даних (загалом 332 Bytes) на базі програмних інструкцій «TSEND_C» і «TRCV_C» в режимі «monitoring-on».

Виконано параметрування тунельного GRE-протоколу для забезпечення одночасного обміну даними між серверним і терміналь­
ними PLC на основі «Open User Communication» і програмування PLC через «S7 Communication».

На основі запропонованих рішень розроблено і апробовано в промислових умовах WEB-орієнтовану систему збору даних з тех­
нологічних об’єктів водопостачання комунальних підприємств.

Ключові слова: Open User Communication, OUC-топологія, SCADA, PLC Simatic-S7, OUC-імітаційна модель.
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