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Abstract. Respiratory disease detection in lung auscultation with convolutional neural networks and CVAE 
augmentation. Panaskin D.V., Stirenko S.H., Babko D.S. The main purpose of this work was to investigate the 
possibility of detecting respiratory diseases in audio recordings of lung auscultation using modern deep learning tools, 
as well as to explore the possibility of using data augmentation by generating synthetic spectral representations of audio 
samples. The ICBHI (International Conference on Biomedical and Health Informatics) dataset was used for training, 
validation and augmentation. The dataset includes lung auscultations of 126 different subjects, there are a total of 
920 sounds, of which 810 have signs of chronic diseases, 75 of non-chronic diseases and 35 with no pathology. The stage 
of data preprocessing includes discretization to 4kHz frequency, as well as filtering of frequency bands that do not carry 

https://doi.org/10.26641/2307-0404.2024.3.313569
https://orcid.org/0009-0008-2867-5399
https://orcid.org/0009-0003-2674-3590
https://orcid.org/0009-0006-5829-1906


 
МЕДИЧНІ ПЕРСПЕКТИВИ / MEDICNI PERSPEKTIVI 

 9724/Том XXIX/3 

information value for the task. In the next step, each sample was transformed into a frequency spectrum and 
Melspectrograms were generated. To solve the problem of class imbalance, the required number of synthetic 
spectrograms generated by convolutional variation autoencoders was added. At the stage of building the model, the 
methods of classical convolutional neural networks were used. The quality of the obtained algorithm was evaluated using 
a 10-fold cross-validation. Also, to assess the generalization of the proposed method, experiments were performed with 
the split of audio recordings into training and test sets using patient grouping. Qualitative evaluation of the model was 
performed using sensitivity, specificity, F1-score and Cohen’s kappa. A score of 98.45% F1-score was achieved for the 
5-class classification problem which can contribute to the development of ways to synthesize and augment sensitive 
medical data. In addition, a cons of existing methods in the generalization of the obtained predictions were revealed, 
which opens the way for further research in the direction of clinical respiratory diseases detection. 
 
Реферат. Виявлення респіраторних захворювань при аускультації легень за допомогою згорткових 
нейронних мереж та доповнення CVAE. Панаскін Д.В., Стіренко С.Г., Бабко Д.С. Основною метою цієї 
роботи було дослідити можливість виявлення респіраторних захворювань в аудіозаписах аускультації легень за 
допомогою сучасних інструментів глибокого вивчення, а також дослідити можливість використання 
аугментації даних шляхом генерації синтетичних спектральних представлень аудіозразків. Для вивчення, 
валідації та доповнення використовувався набір даних ICBHI (Міжнародна конференція з біомедичної та 
медичної інформатики). Набір даних включає аускультації легень 126 різних суб'єктів, загалом 920 звуків, з яких 
810 мають ознаки хронічних захворювань, 75 – нехронічних захворювань і 35 – без патології. Етап попередньої 
обробки даних включає дискретизацію до частоти 4 кГц, а також фільтрацію частотних смуг, які не несуть 
інформаційної цінності для поставленої задачі. На наступному етапі кожна вибірка була перетворена в 
частотний спектр і згенеровані мелоспектрограми. Для вирішення проблеми дисбалансу класів було додано 
необхідну кількість синтетичних спектрограм, згенерованих згортковими варіаційними автокодерами. На 
етапі побудови моделі використовувалися методи класичних згорткових нейронних мереж. Якість отриманого 
алгоритму оцінювали за допомогою 10-кратної перехресної перевірки. Також для оцінювання узагальненості 
запропонованого методу були проведені експерименти з розбиттям аудіозаписів на навчальну та тестову 
множини з використанням групування пацієнтів. Якісну оцінку моделі проводили за допомогою чутливості, 
специфічності, F1-рахунку та каппи Коена. Для 5-класової задачі класифікації було досягнуто 98,45% F1-
рахунку, що може сприяти розробці способів синтезу та доповнення чутливих медичних даних. Крім того, 
виявлено недоліки наявних методів в узагальненні отриманих прогнозів, що відкриває шлях для подальших 
досліджень у напрямку клінічної діагностики респіраторних захворювань. 

 
Respiratory diseases are now a significant 

problem and widespread worldwide. Pathologies 
such as asthma, chronic obstructive pulmonary 
disease (COPD), bronchiolitis, lung cancer, tuber-
culosis and COVID-19 account for a significant 
proportion of deaths each year. It is well known that 
early diagnosis of diseases is crucial to limit the 
spread of respiratory diseases, as well as their 
treatment and prevention [4]. 

Respiratory medicine is based on both clinical 
information and additional laboratory results. Howe-
ver, despite current technological capabilities, a 
proper medical history and thorough physical exa-
mination cannot be replaced as an initial step in 
making a correct diagnosis and, consequently, in 
prescribing appropriate treatment [12]. 

One of the proven and effective ways to detect 
pathology of the respiratory tract is auscultation of the 
lungs. This method of monitoring and diagnosis is 
considered safe, fast and cost-effective in the medical 
community. But there are several disadvantages of 
stethoscope diagnosis: the requirement for a qualified 
health care professional to interpret auscultation 
signals and the subjectivity of the interpretation, which 
causes variability between listeners. These constraints 
are exacerbated in poverty and pandemics due to a 

shortage of health professionals. Automated analysis 
of respiratory sounds can address these shortcomings, 
as well as help telemedicine programs monitor patients 
outside the clinic by health workers’ community. 

At present, tools for automatic analysis of lung 
auscultation sounds are being developed and 
implemented in order to simplify the processes of 
detecting respiratory cycles, recognizing additional 
lung sounds, as well as diagnosing respiratory di-
seases. Most diseases have specific symptoms that 
can be heard by auscultation of the lungs. 

Thus, chronic obstructive pulmonary disease 
(COPD) is a chronic pathology that is difficult to 
detect. One of the main symptoms of COPD, as well 
as asthma, is the presence of high continuous sounds 
in the frequency range 100-2500 Hz and duration up 
to 80 ms [12, 15]. 

Bronchiectasis is a chronic condition in which the 
airways of the lungs dilate abnormally. These 
damaged airways allow bacteria and mucus to 
accumulate and accumulate in your lungs. This leads 
to frequent infections and airway obstruction. All 
these symptoms can be interpreted as bronchiolitis or 
just a cold. The main difference between the two 
diseases is that bronchiolitis most often affects young 
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children and can be cured, while bronchiectasis is a 
chronic disease [12]. 

Upper respiratory tract infection is a non-chronic 
disease that can occur at any time, but is more 
common in the fall and winter. The vast majority of 
upper respiratory tract infections are caused by 
viruses. The symptoms of this disease can be con-
fused with the symptoms of pneumonia. Most people 
with pneumonia can recover in a short time, but for 
some people it can be extremely serious and even life-
threatening, so a diagnosis is crucial [7, 12]. 

In addition, a large number of normal lung sounds 
are heard during auscultation of the lungs of healthy 
subjects. Acoustically normal tracheal sounds cover a 
wide range of frequencies, from less than 100 Hz to 
5000 Hz with a sharp drop in power at frequencies 
above 800 Hz and low energy above 1500 Hz. The 
sounds heard over the chest wall, normal lung sounds, 
are generally only heard during inspiration and early 
part of expiration. Normal lung sounds present higher 
inspiratory frequency and intensity values than expi-
ratory sounds [13]. Most studies have been focusing 
on analysing lung sound frequencies in healthy 
people and in people with respiratory conditions. 

As you can see, distinguishing the symptoms of 
diseases from each other and from normal lung 
sounds is a non-trivial task. Diagnosis depends not 
only on the professional skills of the doctor and the 
patient’s condition, but also on the appropriate 
technical equipment. Due to this, there is a need to 
create auxiliary algorithms based on lung auscultation 
in the diagnosis of respiratory diseases. 

Issues of analysis and use of lung auscultation 
have been studied for a long time since the invention 
of the stethoscope. From auscultation data, doctors 
receive extremely important information about the 
condition of the upper internal organs and respiratory 
tract. Assisting practitioners in developing effective 
algorithms for analysing respiratory sounds, detecting 
respiratory cycles, recognizing extraneous noises and 
pathologies, and in diagnosing common and little-
known diseases and their dependence on airway con-
ditions is an important part of medical research and 
encourages the development of new medical decisions. 

Abbas et al. [1] proposed the first automatic aus-
cultation system, which overcomes the limitations of 
traditional auscultation, uses several levels of input 
signal filtering and adaptive neural network elimi-
nation of erroneous signals of the environment and 
internal extraneous sounds. This system was one of 
the first to use modern algorithmic methods of lung 
auscultation. 

There is a huge amount of work focused on the 
study of the analysis and classification of extraneous 
noises in the respiratory tract, such as wheezes, 

crackles, rchonchi etc. Rocha et al. [14] describe the 
largest available open International Conference on 
Biomedical and Health Informatics (ICBHI) database 
of 920 patient audio recordings containing 6898 
annotated breaths. This dataset is used in most open 
studies to classify respiratory cycles and determine 
patient diagnoses. 

The papers contain a wide variety of approaches. 
Monaco et al. [10] presented a framework for respi-
ratory sound classification that was based on two 
different kinds of features: short-term features which 
summarize sound properties on a time scale of tenths 
of a second and long-term features which assess 
sounds properties on a time scale of seconds using the 
publicly available dataset provided by ICBHI. The 
proposed model reached an accuracy of 85%±3% and 
a precision of 80%±8%, which compare well with the 
body of literature. 

Minami et al. [9] also use the dataset to implement 
a respiratory sound classification model based on 
convolutional neural networks. Firstly, transfor-
mation of one-dimensional signals into two-dimen-
sional time-frequency representation images using 
short-time Fourier transform and continuous wavelet 
transform was implemented. Secondly, classification 
of transferred images using convolutional neural 
networks was applied. It achieved score of 28%, har-
monic score of 81%, sensitivity of 54% and 
specificity of 42%. 

Kim et al. [5] utilize deep learning convolutional 
neural network (CNN) to categorize non-public 1918 
respiratory sounds (normal, crackles, wheezes, 
rhonchi) recorded in the clinical setting. The pre-
dictive model was developed for respiratory sound 
classification combining pretrained image feature 
extractor of series, respiratory sound, and CNN clas-
sifier. It detected abnormal sounds with an accuracy 
of 86.5% and the area under the ROC curve (AUC) of 
0.93. It further classified abnormal lung sounds into 
crackles, wheezes, or rhonchi with an overall ac-
curacy of 85.7% and a mean AUC of 0.92. 

Tasar et al. [16] aims to introduce a high accurate 
sound classification model using a nonlinear 
histogram-based generator. To reach this aim, piccolo 
pattern (it uses S-box of the piccolo cipher as a 
pattern), statistical moments, tunable q-factor wavelet 
transform (TQWT), iterative neighbourhood com-
ponent analysis (INCA), and conventional classifiers 
are used together. The model uses TQWT to create 
levels. Piccolo pat-tern is employed to generate 
textural features (it is the main feature generator of 
this model), and statistics are deployed to extract 
statistical features. INCA chooses the relevant featu-
res. Decision tree (DT), support vector machine 
(SVM), and k nearest neighbours (KNN) classifiers 
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are applied to the selected feature vectors to calculate 
results. The model reached 99.45%, 99.31%, and 
99.19% accuracies on three cases. 

Another part of the studies is aimed at helping to 
diagnose existing diseases or their absence. Wu et al. 
[17] aims to use the output signals of a stethoscope 
and classify them through deep learning models 
automatically. In this research, the dataset consists of 
four classes, normal, wheezing, crackles, and un-
known are used. To effectively classify each signal, 
we use the spectrogram generated by the short-time 
fast Fourier transform as the feature value of each 
lung sound signal and found the best parameters to do 
model selection. Besides, we also adopt Depthwise 
separable (DS) convolution technic, and refer to the 
architecture of Mobile-Net, to achieve the purpose of 
high accuracy and low model parameters. 

Pham et al. [11] propose a new framework to 
classify anomalies in respiratory cycles and detect 
diseases, from respiratory sound recordings. The 
framework begins with front-end feature extraction 
that transforms input sound into a spectrogram 
representation. Then, a back-end deep learning net-
work is used to classify the spectrogram features into 
categories of respiratory anomaly cycles or diseases. 
Experiments, conducted over the ICBHI benchmark 
dataset of respiratory sounds, confirm three main 
contributions towards respiratory-sound analysis. 

Due to lack of open annotated clinical data, some 
researches are focused on setting frameworks with 
data augmentation processes. Ma et al. [8] propose an 
adventitious lung sound classification model, 
LungRN+NL, which has demonstrated a drastic im-
provement compared to our previous work and the 
state-of-the-art models. The model has incorporated 
the non-local block in the ResNet architecture. To 
address the imbalance problem and to improve the 
robustness of the model, the mix up method was 
incorporated to augment the training dataset. As a 
result, LungRN+NL has achieved a performance 
score of 52.26%. 

Fraiwan et al. [2] investigate the application of 
different homogeneous ensemble learning methods to 
perform multi-class classification of respiratory 
diseases. The case sample involved a total of 215 
subjects and consisted of 308 clinically acquired lung 
sound recordings and 1176 recordings obtained from 
the ICBHI Challenge database. Feature representation 
of the lung sound signals was based on Shannon 
entropy, logarithmic energy entropy, and spectrogram-
based spectral entropy. Decision trees and discriminant 
classifiers were employed as base learners to build 
bootstrap aggregation and adaptive boosting 
ensembles. The optimal structure of the investigated 
ensemble models was identified through Bayesian 

hyperparameter optimization and was then compared 
to typical classifiers in literature. Experimental results 
showed that boosted decision trees provided the best 
overall accuracy, sensitivity, specificity, F1-score, and 
Cohen’s kappa coefficient of 98.27%, 95.28%, 98.9%, 
93.61%, and 92.28%, respectively. 

Also, in another work Fraiwan et al. [3] conduct to 
explore the ability of deep learning in recognizing 
pulmonary diseases from electronically recorded lung 
sounds. Initially, all signals were checked to have a 
sampling frequency of 4 kHz and segmented into 5 s 
segments. Then, several preprocessing steps were 
undertaken to ensure smoother and less noisy signals. 
These steps included wavelet smoothing, displa-
cement artifact removal, and z-score normalization. 
The deep learning network architecture consisted of 
two stages; convolutional neural networks and 
bidirectional long short-term memory units. The 
developed algorithm achieved the highest average 
accuracy of 99.62% with a precision of 98.85% in 
classifying patients based on the pulmonary disease 
types using CNN + BDLSTM. 

So, a lot of works have been devoted to the study 
and improvement of methods for working with lung 
auscultation sounds. Some of them focused on data 
preprocessing, while others explored new algorithms. 
Most of the work was done with one of the few 
relatively large ICBHI datasets available, but some 
work also used private clinical datasets. 

Unfortunately, the problem of the availability of 
medical data for independent researchers is very 
significant and does not allow the field to develop at 
a rapid pace. On the other hand, most known methods 
of data augmentation can degrade the quality of 
sensitive medical data. In this work, we plan to ex-
plore the possibility of using augmentation by synthe-
sizing data according to the existing distribution, 
rather than standard methods of augmentation and 
further generalization of the resulting model. 

The research was conducted in accordance with 
the principles of bioethics set out in the “Universal 
Declaration on Bioethics and Human Rights” 
(UNESCO). 

MATERIALS AND METHODS OF RESEARCH 

Dataset 
The main data source for our study was an open 

dataset from the International Conference on Bio-
medical and Health Informatics [14]. At the time of 
the study, this dataset is one of the largest publicly 
available sources with audio recordings of lung 
auscultation. The Respiratory Sounds Database con-
tains sound samples collected independently by two 
research teams in two different countries over 
several years. 
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The database consists of a total of 5.5 hours of 
recordings containing 6898 respiratory cycles, of 
which 1864 contain crackles, 886 contain wheezes, 
and 506 contain both crackles and wheezes, in 
920 annotated audio samples from 126 subjects. 

The cycles were annotated by respiratory 
experts as including crackles, wheezes, a com-
bination of them, or no adventitious respiratory 
sounds. The recordings were collected using 
heterogeneous equipment and their duration ranged 
from 10 s to 90 s. In addition, for each of the 
126 subjects, a corresponding association of lung 
audio recordings with the diagnosis was estab-
lished. The dataset contains subjects with such 
diagnosis: COPD, healthy, URTI, bronchilectasis, 
pneumonia, bronchiolitis, LRTI and asthma. 

Auscultation data for each patient were collected 
at different locations and on different types of 
recording equipment: AKG C417L Microphone, 3M 
Littmann Classic II SE Stethoscope, 3M Litmann 
3200 Electronic Stethoscope and Welch Allyn 
Meditron Master Elite Electronic Stethoscope. In this 
work, 917 records were selected and records of 
patients with asthma and LRTI were removed as 
unrepresentative within the task. 

Preprocessing 
As with any other electronically recorded sound, 

audio lung auscultations have a set of distortions, 
additional noises, ambient sounds, and so on. This 
directly affects the quality of the information content 
of the sample. Audio is also affected by the device used 
for recording, each of which has its own amplitude-
frequency response and recording environment. 

Raw audio available in the dataset has different 
sampling rates from 4 kHz to 44.1 kHz. The fre-
quency band in which useful lung noise can be 
localized is 100-1500 Hz. After that, the useful band 
was filtered out of the 5-th order Butterworth band-
pass filter and the extra frequencies that did not carry 
useful information were cut off. 

In this study, experiments were performed with 
spectral characteristics obtained after preliminary 
standardization, and the most appropriate for the task 
was the use of meltspectrograms. A melspectogram is 
a visual representation of the spectrum of a sound on 
the Mel scale. The conversion of frequencies into 
Mels proceed by this formula (1): 

 

𝒎 ൌ 𝟐𝟓𝟗𝟓 ⋅ 𝒍𝒐𝒈𝟏𝟎 ቀ𝟏 ൅
𝒇

𝟕𝟎𝟎
ቁ,  (1) 

 
where 𝑓 is frequency in Hz. 

The melspectrogram choice may be justified by the 
presence of the vast majority of continuous lung sounds 
with melodic characteristics, rather than discontinuous 

sounds. The number of frames of 2048 with a hop of 256 
was used to generate meltspectrograms. 

The peculiarity is that for further application of 
data augmentation using conditional variational 
autoencoder (CVAE) and the use of convolutional 
neural networks, the input data must be reduced to the 
same dimension, but audio of different lengths are 
transformed into spectrograms of different sizes. To 
solve this issue, the obtained spectrograms were 
linearly interpolated to the same size, based on the 
average size of the resulting spectrogram. 

The obtained spectrograms were normalized in the 
range from 0 to 1 using min-max normalization (2): 

 

𝒙′ ൌ 𝒙ି𝒙𝒎𝒊𝒏
𝒙𝒎𝒂𝒙ି𝒙𝒎𝒊𝒏

,                     (2) 

 
Data Augmentation 
Like most publicly available medical datasets, we 

face the problem of imbalance. In this case, the set of 
lung auscultation data is formed in such a way that for 
one disease subjects and audio recordings are much 
larger than others. Thus, the number of samples of the 
COPD class is 86.5% of the total. 

There are many solutions to the problem of 
unbalanced classes. Limited medical data and the 
need for their rational use does not allow the use of 
oversampling and undersampling methods. It may 
also be inappropriate to use a weighted target va-
riable, given the size of the dataset. The most obvious 
option for dataset balancing is data augmentation. 

For the task of classification of respiratory 
diseases, data enrichment can be used within time and 
frequency domains. The paper proposes the use of a 
full conveyor of work with the frequency repre-
sentation of lung auscultation. 

The generated normalized spectrograms can be 
perceived as single-channel images of fixed size, 
where each pixel reflects the power of the frequency 
spectrum at a certain point in time. Melspectrograms 
of each class have common characteristics that can be 
used to generate synthetic data of little represented 
classes. This method is more stable to retraining 
for  oversampling. 

To generate synthetic data, the paper proposes to 
use the architecture of autoencoders, namely con-
volutional variational autoencoders (VAE) [6]. 

An autoencoder network is a pair of two connected 
networks, an encoder and a decoder. An encoder 
network takes in an input, and converts it into a 
smaller, dense representation, which the decoder 
network can use to convert it back to the original 
input. VAEs have one fundamentally unique property 
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that separates them from vanilla autoencoders, and it 
is this property that makes them useful for generative 
modelling: their latent spaces are continuous, allo-
wing easy random sampling and interpolation. 
Convolutional vibrational autoencoders differ in that 

convolution layers are used as starting input and 
output layers for the formation and subsequent coding 
to the latent space of spatial characteristics and 
subsequent decoding of the spatial tensor. Main 
scheme of CVAE model shows in Figure 1. 

 

 

Fig. 1. Illustration of Convolutional Variational Autoencoder pipeline and its main structure 

 
Variation autoencoders can be positioned as a 

probabilistic model that aims to simulate the 
distribution of data for further generation of synthetic 
data that could belong to the original distribution. The 
loss function of VAEs consists of two weighted parts: 
reconstruction term, which is responsible for the 
conditional similarity of the input tensor to the output, 
and regularization term, which aims to reduce the 
distribution of latete space generated by encoders to 
normal distribution. MSE was used as the recon-
struction term, and the Kulback-Leibler divergence 
was used as the regularization term. The loss function 
is as follows [15]: 

 

𝓛𝑽𝑨𝑬 ൌ ||𝒙 െ 𝒙ෝ||𝟐 ൅ 𝑫𝑲𝑳ሺ𝑷||𝑸ሻ,           (3) 

 
where xˆ is the reconstruction of x and DKL (P||Q), P is a distribution 
N(µx,σx) with original mean and standard deviation, and Q is a target 
normal distribution.  

The Kulback-Leilber divergence defined below 
(4): 

 
𝑫𝑲𝑳ሺ𝑷||𝑸ሻ ൌ െ׬ 𝒑ሺ𝒙ሻ𝒍𝒐𝒈𝒒ሺ𝒙ሻ𝒅𝒙 ൅

൅׬ 𝒑ሺ𝒙ሻ𝒍𝒐𝒈𝒑ሺ𝒙ሻ𝒅𝒙,                           (4) 
 
Thus, using convolutional variational autoen-

coders, it is possible to synthesize data of each class 
by encoding normalized melspectrograms to a 
normally distributed latent space with subsequent 
decoding of vectors to images that could belong to the 
distribution of images of the target class. 

Training and Validation 
Using the concept of spectral analysis of lung 

auscultation allows you to treat real and enriched 
spectrograms as images. Convolutional neural net-
works (CNN) are a common method of analysing the 
spatial characteristics of the image and generalizing 
the obtained representations. CNN are a deep learning 
algorithm for processing two-dimensional represen-
tations of input data that automatically process com-
plex data dependencies using trainable kernel sets. 

In this study, the standard architecture of con-
volutional neural networks is used. This architecture 
involves the use of conventional convolutional layers 
adjacent to the pooling layers. Convolutional layers 
allow to generalize the spatial characteristics of the 
spectrogram and find complex dependencies in the data, 
while pooling layers provide a combination of the found 
dependencies and the transition to higher-level analysis. 

To ensure the stability of the neural network opti-
mization algorithm, each convolutional layer is also 
bordered by a batch normalization layer, which 
ensures normal weight distribution and stabilizes the 
spread of gradients. The ReLU nonlinearity function 
is used to expand the hypothesis space. 

After reaching the desired level of generalization 
of the characteristics, the original data of the 
convolutional neural network is transformed into a 
linear space and processed by linear layers. Next, the 
space of linear characteristics is reduced to a layer 
with the number of neurons corresponding to the 
number of classes, in our case 5, which calculates the 
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probability of belonging of the input data tensor to a 
particular class. During the experiment between the 
linear layers, Dropout layers with a p = 0.3 were also 
added to prevent overfitting. The basic model of the 
network used is shown in the figure. 

Cross-entropy, which works with the initial pro-
babilities of the model, was chosen as a function of 
losses for the problem of multiclass classification (5): 

 
𝓛 ൌ െ𝜮𝒄ୀ𝟏

𝑴 𝒚𝒐,𝒄𝒍𝒐𝒈൫𝒑𝒐,𝒄൯,     (5) 

 

where M is number of classes, y is binary indicator 0 or 1 if class label c 
is the correct classification for observation o, p is predicted probability 
observation o is class c. 

As an algorithm for weight optimization, Adam 
optimizer was used as a proven solution with learning 
rate l=0.001. In addition, for better network con-
vergence, an exponential learning rate reduction 
scheduler with γ=0.9 was used. The training followed 
a 10-fold cross-validation to ensure coverage of all 
possible combinations within the dataset. The full 
data pipeline shows in Figure 2. 

 

 

Fig. 2. Data pipeline of proposed disease classification method 

 

RESULTS AND DISCUSSION 
Dataset Preparation 
First, we analyse the distribution of audio recordings of lung auscultation and their affiliation to subjects of 

a certain class of disease. The Table 1 shows the quantitative characteristics of the available audio according 
to the diagnosis: 

 

T a b l e  1  

Number of audiosamples for each diagnosis 

Disease # 

COPD 793 

Pneumonia 37 

Healthy 35 

URTI 23 

Bronchiectasis 16 

Bronchiolitis 13 

LRTI 2 

Asthma 1 
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There is insufficient data for characterization and ge-
neralization, as well as for possible synthesis and aug-
mentation for LRTI and asthma class records, so these 
records will not be used. Also, it was decided to com-
bine bronchial diseases into one Bronchiectasis class as 
a potentially similar. In Figure 3a shows the distribution 
of classes with which the research will be performed. 

After defining and forming a working dataset, we 
will apply an additional 10-fold split into training and 
test sets. Two main types of partitioning were per-
formed to study the influence of different patient 
audio recordings on the generalization of the model: 
with and without patient groupings. 

For each group of selected training and test sets, 
the preprocessing steps described above are used to 
further obtain a melspectral representation. Accor-

ding to the defined parameters of the generation of 
meltspectrograms and their reduction to the same 
size, an image of 128x336 pixels with normalized 
values was obtained. 

After performing the pre-processing step, it is 
necessary to augment the training set. For Mels-
pectrograms of each target class, a copy of CVAE is 
trained with certain parameters for 100 epochs. After 
obtaining a correct copy of the augmentation model, 
synthetic meltspectrograms of lung auscultation are 
generated. After obtaining a correct instance of the 
augmentation model, synthetic meltspectrograms of 
lung auscultation are generated according to the per-
centage of unbalanced dataset so that the number of in-
stances of each class is approximately equal (Fig. 3b). 

 

 
(a) 

 

 
(b) 

Fig. 3. Class distribution in: (a) unbalanced dataset and (b) CVAE-augmented dataset 
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Finally, a joint dataset of real and synthetic data is 
formed, which is ready for further modelling. 

Performance Evaluation 
Several basic metrics were introduced to test the 

quality of the model and to analyse the confusion 
matrix. The confusion matrix was generated 
sequentially after every fold, and all evaluation 
metrics were calculated from the overall confusion 
matrix after the tenfold cross-validation of the 
training/classification scheme. 

Standard valuation methods are formed using 
certain error values of True Positive (TP), True Ne-
gative (TN), False Positive (FP) and False Negative 
(FN). As we can see in the Formulas (6) – (9), the 
paper used traditional methods for assessing the 
quality of classification for medical datasets: sensi-
tivity, specificity, f1-score and Cohen’s kappa: 

 

𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚 ൌ
𝑻𝑷

𝑻𝑷ା𝑭𝑵
,   (6) 

 

𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄𝒊𝒕𝒚 ൌ
𝑻𝑵

𝑻𝑵ା𝑭𝑷
,       (7) 

 

𝑭𝟏𝒔𝒄𝒐𝒓𝒆 ൌ
𝟐𝑻𝑷

𝟐𝑻𝑷 | 𝑭𝑷 | 𝑭𝑵
,     (8) 

 

𝒌 ൌ
𝑷𝒐ି𝑷𝒄
𝟏ି𝑷𝒄

,       (9) 

 
where 𝑃௢ is the observed agreements and 𝑃௖ is the agreements expected by 
chance. 

An additional metric that allows evaluating the 
quality of the model relative to the participants in the 
ICBHI competition is the score (10): 

 

𝑺𝒄𝒐𝒓𝒆 ൌ
𝑺𝒆𝒏𝒔𝒊𝒕𝒊𝒗𝒊𝒕𝒚ା𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄𝒊𝒕𝒚 

𝟐
,  (10) 

 
Experiments 
The proposed method was entirely implemented 

using Python 3.7 and PyTorch framework. The ex-
periments were conducted on an Intel processor (i7-
9700) with 32 GBs of RAM. The training process was 
performed on NVIDIA Tesla T4 graphics processing 
unit (GPU) of 16 GBs display memory (VRAM). 
Each fold was synthesised for 10 minutes and trained 
a total 25 minutes to complete the whole trai-
ning/classification scheme. The prediction of per-
patient class took less than a second under the 
aforementioned machine specifications. 

All experiments were separated into two parts: 
with stratified split into training and test sets taking 
into account grouping by subjects and stratified 

division without audio grouping by belonging to a 
particular subject. 

In the first case, the training and test sets have 
intersections on patient IDs. The division takes place 
using stratification, so the distribution of classes in 
the training and test sets remains unchanged. All 
audio recordings are pre-processed. Next is the 
process of synthesis of spectrograms of minor classes 
using the data augmentation phase described above. 
Demonstration of data synthesis based on trained 
CVAE for target classes is shown in Figure 4. 

Using the above metrics, the class evaluation of 
the proposed model is shown in Table 2. 

High class specificity indicates a sufficient quality 
of imitation of patterns of pathologies at the stage of 
augmentation. The highest specificity values for the 
URTI, Pneumonia and Bronchiectasis classes indi-
cate them as the classes that differ most in the pre-
sented features. The highest F1-score and the sensi-
tivity for the URTI class, which was not augmented, 
indicates the greatest variety of samples among other 
classes that provides generalization of characteristics 
within the class. 

But rather mediocre general results on cross-
checking indicate the existing shortcomings of this 
method. So, obviously, one of the disadvantages is the 
relative lack of generalization, which can be explained 
by the need to synthesize large amounts of data from 
the available usually quite a small amount of data. 

The second stage of the experiments is carried out 
with small differences from the first, namely with the 
division into training and test sets so that the audio 
recordings of subjects from the test set do not 
intersect with the audio recordings of subjects of the 
training set. Data collected from a single entity is 
more likely to be recorded at the same time, with the 
same background noise etc., this can lead to un-
controlled data leakage, so special attention should be 
paid to the formation of datasets. 

After completing the process of creating a training 
and test dataset in accordance with the goal, the 
experiments were repeated with a new distribution of 
data and using ten-fold cross-validation. The results 
are shown in Table 3. 

The results are significantly different from those 
obtained in the first stage of the experiments, so we can 
assume that without using grouping there is a certain 
data leakage from the training to the test dataset, which 
is not corrected by using only cross-validation. The rela-
tively high F1-score of 91.93% and 93.08% sensitivity 
for the COPD class also indicates that there were 
enough specimens of this class for a satisfactory COPD 
classification, while augmentation of other classes with 
relatively narrow distributions was insufficient to 
generalize characteristics and further classification. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
Fig. 4. Synthesized training samples in the process of date augmentation using CVAE.  

Left: original sample, middle: synthesized, right: difference. The samples are shown for classes  
(a) Bronchiectasis, (b) Pneumonia, (c) Healthy, (d) URTI 

 
The generated synthetic data from the spectro-

grams of minor classes are of sufficient quality for 
use, but, unfortunately, the limitations of the data set 
and variations in the technical characteristics of 
recording devices in the available data set will not 
allow one to unambiguously learn the distribution and 
generalize on completely new data, which partly 

explains the results of the second stage of 
experiments. 

Thus, with a careful approach to splitting the data 
into training and test sets, taking into account the 
belonging of spectrograms to certain patients, it 
prevents leakage of useful characteristics between the 
sets (Tab. 2, 3) 

 
T a b l e  2  

Performance evaluation (in %), of proposed model  
without patient IDs grouping based on tenfold cross validation 

Diagnosis Sensitivity Specificity Accuracy Cohen’s kappa F1-score 

Healthy 98.46 99.61 - - 98.46 

COPD 100.00 98.45 - - 96.96 

Bronchiectasis 95.31 100.00 - - 96.06 

Pneumonia 98.46 100.00 - - 99.22 

URTI 100.00 100.00 - - 100.00 

Overall (avg) 98.44 99.61 98.44 98.05 98.45 
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T a b l e  3  

Performance evaluation (in %), of proposed model  
with patient IDs grouping based on tenfold cross validation 

Diagnosis Sensitivity Specificity Accuracy Cohen’s kappa F1-score 

Healthy 28.57 90.34 - - 26.67 

COPD 93.08 40.17 - - 91.93 

Bronchiectasis 16.67 100.00 - - 28.57 

Pneumonia 22.22 95.95 - - 26.67 

URTI 0.00 88.65 - - 0.00 

Overall (avg) 32.11 83.02 82.70 27.48 34.76 

 
On the other hand, a similar approach to data 

augmentation worked with ten-fold cross-validation 
without explicit separation by patient and allowed us 
to generalize the characteristics for minor classes. 
This indicates a hypothetical application of the 
augmentation method using variational autoencoders 
with the possible use of other characteristics or in 
conjunction with other classifier architectures. 

CONCLUSION 

1. This paper proposes a framework for processing 
and analysing lung auscultation sounds to facilitate 
the diagnosis of diseases. The framework involves 
working with an unbalanced set of sensitive medical 
data. A method for data preprocessing based on fil-
tering non-informative frequencies, as well as con-
verting audio recordings into a spectral form, is pre-
sented. Also presented is a method for synthesizing 
medical data using convolutional variational autoen-
coders. To perform the classification task, a standard 
convolutional neural network architecture was used. 
Frameworks like this are characterized by fast learning 
and prediction speed using GPUs, as well as the ability 
to quickly adapt the architecture to the tasks. 

2. The experiment was conditionally divided into 
2 parts: with stratified grouping of audio by subjects 
and only stratification. The best result in 10-fold 
cross-validation was demonstrated with stratification 
alone. 98.44% accuracy, 98.05% Cohen’s kappa and 
98.45% F1-score were achieved. At the same time, 
the idea of using CVAE as an element of minor class 
augmentation was tested. 

3. The results of the second part of the expe-
riments are significantly different. The reason for this 
may be the insufficient amount of data for a full-
fledged modelling of the distribution of data of minor 

classes, as well as the imperfection of the approach 
used, which is based only on one type of features 
(Melspectrograms). On the other hand, some of works 
on this topic do not pay attention to the approach to 
the formation of stratified and grouped training and 
test sets, which can lead to unrepresentative results. 

4. In our opinion, the ability to find a mechanism 
for augmenting sensitive medical data can help acce-
lerate the progress of improving algorithms. One such 
possibility is to simulate a data distribution and syn-
thesize new instances from that distribution. Future 
work may be aimed at improving the data augmen-
tation mechanism, as well as using a different set of 
characteristics for this purpose and, as a result, other 
more advanced approaches to classification, and it is 
also necessary to take into account the different am-
plitude-frequency characteristics of recording devices. 

5. In addition, in future works it is planned to test 
the proposed augmentation method on a wider data 
set, where, as a result of data processing and selec-
tion, the simulation of data distribution will be much 
closer to useful characteristics than to random 
forming circumstances. 
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