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DEVELOPMENT OF A METHOD FOR THE INTERACTIVE CONSTRUCTION OF
EXPLANATIONS IN INTELLIGENT INFORMATION SYSTEMS BASED ON THE
PROBABILISTIC APPROACH

Subject: the use of the apparatus of temporal logic and probabilistic approaches to construct an explanation of the results of the work
of an intelligent system in order to increase the efficiency of using the solutions and recommendations obtained. Purpose:
development of a method for constructing explanations in intelligent systems with the ability to form and evaluate several alternative
interpretations of the results of the operation of such a system. Tasks: justification for the use of the black box principle for
interactive construction of explanations; development of a pattern explanation model that provides for probabilistic estimation;
development of a method of interactive construction of explanations on the basis of the probabilistic approach. Methods: methods of
data analysis, methods of system analysis, methods of constructing explanations, models of knowledge representation. Results: A
model of the explanation pattern is proposed, which contains temporal regulations reflecting the sequence of user interaction with an
intelligent system, which allows the formation of explanations based on a comparison of the actions of the current user and other well-
known users. An interactive method for constructing explanations based on a probabilistic approach has been developed; the method
uses patterns of user interaction with an intelligent system and contains phases of constructing patterns of explanations and forming
explanations using the obtained patterns. The method organizes the received explanations according to the likelihood of use, which
makes it possible to form target and alternative explanations for the user. Conclusions: The use of the black box principle for the
development of a probabilistic approach to the construction of explanations in intelligent systems has been substantiated. A model of
a pattern of explanations based on temporal regulations is proposed. The model reflects the sequence of user interaction with the
intelligent system when receiving decisions and recommendations and contains an interaction pattern as part of temporal regulations
that have weight, and also determines the likelihood of using the user interaction pattern. An interactive method for constructing
explanations has been developed, considering the interaction of the user with the intelligent system. The method includes phases and
stages of the formation of regulations and patterns of user interaction with the determination of the probability of their
implementation, as well as the ordering of patterns according to the probability of their implementation. The implementation of the
method was carried out when constructing explanations for recommender systems.
Keywords: intelligent system; explanation; pattern; explained artificial intelligence; regulations.

Introduction formation of the proposed solution and its possible

alternatives. The importance of comparison with
alternatives is determined by the peculiarities of human
perception of explanations. Usually at least two
alternatives are compared: the one proposed and the one
that has not been implemented [4, 5]. The explanation
should also determine the conditions of use of the
obtained solution and the causes of user errors when

Considerable attention in the field of development of
intelligent systems is paid to the integration of decision-
making processes and the formation of explanations to the
received decisions and recommendations [1]. The problem
of explanations in intelligent systems is largely a
consequence of the problem of user confidence in the

results of such systems. Decisions received from the
intelligent ~ system, recommendations should be
implemented by the user in the process of solving his
practical problems. However, the lack of understanding of
the algorithms and mechanisms that allowed to obtain this
solution, greatly complicates the solution of this problem.
The explanation should provide the user with causal
relationships between the input data and the result
obtained so that the latter understands (perhaps in a
simplified form) the process of forming a solution in an
intelligent information system [2].

This problem has become especially relevant in
recent years, with the widespread introduction of machine
learning methods in the construction of intelligent
systems. To solve this problem, the concept of explained
artificial intelligence (XAl Explainable Artificial
Intelligence) was proposed [3]. This concept assumes that
the user must receive a rational explanation of the
decisions, actions or recommendations of the intelligent
system. This configuration of the intelligent system makes
it possible to answer a number of questions that determine
the possibility of using the obtained solution by the user.
Key of these questions are related to the reasons for the

applying the recommendations of the intelligent system.
Thus, the construction of explanations involves the
formation of several interpretations and the choice of one
of them according to a certain criterion.

Analysis of recent research and publications

Existing approaches to the construction of
explanations mainly involve the formation of a separate
module of explanation, which operates in parallel with the
decision-making process in the intelligent system [6], or
the construction of models that are interpreted [7].
Decisions on the choice of method of constructing
explanations in this case are made at the stage of
designing an intelligent system. This feature limits the
possibility of using these approaches in existing intelligent
systems. A separate direction of construction of
explanations is connected with addition of existing
systems by additional functionality of explanations
without disturbance of their current work. The practical
advantages of this approach are related to the increased
ease of use of functioning systems, such as e-commerce
systems, recommendation systems, etc. However, the
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existing approaches to supplementing intelligent systems
with explanations are focused primarily on the selection of
key elements of the solution [8] or to determine the
temporal characteristics of users [9].

It should be noted that the solution of the problem of
forming a set of alternative explanations and the choice of
explanation for the user taking into account the given
criterion is not given enough attention. This does not
allow to justify the proposed solution for the user, taking
into account the psychological characteristics of the
perception of the explanation [4]. Alternative explanations
can be arranged on the basis of criteria that take into
account the properties of the subject area. However, such
criteria are in most cases contradictory. Therefore, an
external indicator can be used to organize the
explanations, which determines their importance directly
to the user. In works [10, 11] the possibility of using the
probabilistic criterion for an estimation of results of a
conclusion in knowledge bases, and also search results in
information - search systems was proved. This indicates
the importance of developing a method of constructing
explanations, which would provide the possibility of
constructing several versions of explanations with their
subsequent probabilistic assessment.

The aim of the article is to develop a method of
constructing explanations in intelligent systems with the
possibility of forming and evaluating several alternative
interpretations of the results of such a system.

To achieve this goal, the following tasks are solved
in the work:

- justification for the use of the black box principle
for interactive construction of explanations;

- development of a model of explanation pattern,
which provides for probabilistic estimation;

- development of a method of interactive
construction of explanations on the basis of the
probabilistic approach.

Main part

In order to substantiate the interactive method of
constructing explanations, we will identify the key
differences in the formation of interpretations using the
principles of black and white boxes. Interpretation,
according to the principle of the white box, is built into
the decision-making model and fully reflects the process
of obtaining results in the intelligent system. Depending
on the complexity of the problem, hybrid approaches are
used [12-15] or simplified models that can be directly
interpreted [16-18]. In the first case, the main attention is
paid to the visualization and reflection of the semantics of
the decision-making process. In the second case, the
display of semantics is a property of models and methods
of decision-making in the intelligent system.

Features of the explanation on the principle of the
black box are given in table 1. The key differences, first,
are to build a simplified description of the dependencies
that underlie the work of the intelligent system.

Table 1. Characteristics of the concept of constructing explanations based on the principle of "black box"

Differences of the concept Advantages

Disadvantages Existing approaches

Explanation in addition to
the basic model used in the
intelligent system

Ability to supplement the
existing system with an
explanatory function

The process of explanation
and decision-making
processes in the intelligent
system are performed in
parallel

Formation of an explanation
based on the analysis of input
and output information of the
intelligent system [8]

The explanation and the
model work in parallel,
can use different data sets

Ability to build a "plausible”

explanation for the user based
on a simplified description of
the model or algorithm of the
intelligent system

The use of simplified causal
relationships can lead to
misinterpretations or
misperceptions

Construction of an explanation
based on temporal regulations
[19]

Second, only a subset of the data used by the
intelligent system in forming the solution is used for
explanation. Third, the possibilities of the black box
explanation can be supplemented by existing intelligent
systems without the need to redesign the latter. Thus, the
formation of explanations on the principle of a black box
provides considerable flexibility and creates conditions for
clarification and improvement of explanations without
direct modification of the functioning intelligent system.

A key disadvantage of such parallel to decision-
making formation of explanations is the possibility of
creating  misinterpretations. To  overcome this
shortcoming, it is necessary to adjust the explanations
online, taking into account information from users. These
features determine the relevance of the use of the black

box principle in the development of an interactive method
of forming explanations in intelligent systems.

Thus, to integrate the advantages of the proposed
approaches, it is necessary to form explanations in the
form of dependencies that allow to display the semantics
of the result taking into account the needs of the user of
the intelligent system. Such needs are usually determined
during system development, and adjusted in the process of
user interaction with the intelligent system. Adjustments
make it possible to take into account changes in user
requirements over time. To take into account the changes,
it is advisable to form several possible explanations and
offer the user the most acceptable option for an a priori
defined indicator.

The proposed approach has the following key
differences that reflect the results of the analysis:
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- information on user interaction with the intelligent
system is used to construct explanations;

- the complex pattern which defines an order in time
of interaction of the user with intelligent system is
estimated;

- assessment of the pattern of interaction with the
user is based on the scales of temporal dependencies that
are part of it;

- the probability of using the explanation is
calculated depending on the weights of the patterns that
form the specified explanation.

The first difference of the approach makes it possible
to interactively adjust the explanation depending on the
actions of the user of the intelligent system. The
explanations take into account the simplified causal links
between user actions and system response.

The second feature of the approach is related to the
adaptation of the explanation to a specific subject area.
The pattern of interaction with the user can be formed on
the basis of expert knowledge on the tasks to be solved in
the subject area. It is also possible to automatically build a
pattern based on temporal knowledge. That is, the analysis
of user interaction over time makes it possible to identify
typical sequences of user actions on decisions or
recommendations of the intelligent system. For example,
when interacting with a referral system, you can select
typical patterns of purchases (or waivers) after receiving
the recommended list of products or services. The
combination in one pattern of reactions of several users
makes it possible to offer the most plausible explanation
for similar consumers.

The third difference of the approach provides an
opportunity to determine the weight of a complex pattern
based on its basic structural elements. Object-relationship-
subject triplets can be used as such elements. In the case
of the "if" relationship, such threes are transformed into
production regulations. When using the temporal ordering
between the facts, the above three become temporal
regulations [20].

The fourth feature determines the method of
calculating the probabilities of explanations due to the
weights of the patterns. In turn, the weights of the patterns
and their components are determined by the known
probabilities of the user's pattern actions.

Pattern explanation model.

Formally, information about the interaction of the
intelligent system with the user can be represented as a
sequence of events ordered in time:

E, :<euv1,...,eu'i,...,eu,‘Eu‘ e, :{au,|}> : )

where u — index of the user interacting with the intelligent
system; e, , — n —an event that reflects the results of user

u interaction with the system; |E,|- the number of

elements in an ordered set E,; a,,— | — a variable that

u,l
contains the result or characteristics of interaction with the
user u in a particular aspect.

For example, for an e-commerce system, this
sequence has the form:

E, = (purchase _ productl,..., purchase _ product _n,...). (2)

Characteristics of the " — events for this example
contain the date and time and have the following meaning:

e,, ={ product _code, price, quantity, date__time} . (3)

The interaction of several users with an intelligent
system makes it possible to determine the set of such

sequences E ={E,}. All of these sequences are ordered

in time, even if they do not have timestamps. This
ordering makes it possible to compare sequences and
establish common patterns of interaction for multiple
users. For the given example (2) it is possible to define
patterns of a choice of the same goods by several
consumers. For example, consumers successively bought
goods 1, 2 and 3. Or after goods 1 they bought goods 3.
That is, the elements of the pattern determine the order of
the consumer's actions in time. This order is set through a
continuous sequence of elections or intervals between
elections. In the second case, intermediate user actions are
skipped.

Thus, the user selection pattern may consist of at
least two basic elements that can be formalized using
temporal logic operators. In [11, 20] it is proposed to
represent such dependences by temporal regulations of X
and F-type. The basic template of interaction with the user
using the specified regulations is given in fig. 1.

eiFej
\Eig iy -

Fig. 1. Explanation pattern

The formal representation of this pattern has the
form:

7 =(eFe;) (e Xe,,...e;, Xe ), (4)

where € Xe,,; —two consecutive events €; and €, ; e Fe,
— two events € and e;, between which there are events
€8, t —time line.

Events € are related to relevant events e ; in the

following way:
(Vu)e =(e,; ve, v..ve,). (5)

For the given example of sequences of events in
recommendation systems, expression (5) has the following

meaning: €, is an event of purchase of a certain product
by one of the users u.

The probability of interaction in the form of (4)
between the user and the intelligent system is defined as
the ratio of the number of patterns 7 to the number of all
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patterns |H| that were used in the process of interaction
with the user in forming a solution:

P(7)

where n — the number of patterns of type (4) that were
used in the decision-making process; IT — the set of all
patterns of interaction with the user.

Thus, the model of the pattern (4) has probabilistic
characteristics. Pattern (4) consists of temporal regulations
that reflect the basic aspects of the process of user
interaction with the intelligent system. Therefore, such
regulations may be part of different patterns. The more
patterns the regulation uses, the more typical the latter is.
This characteristic is set by the weight of the regulations.
Accordingly, the greater the weight of the regulations in
the pattern, the higher the probability of its use. That is,
the probability (6) can be determined by the total weight
of the regulations in the pattern. On the other hand, if the
probability of a pattern is known, then we can find the
weights of X and F-type regulations in its composition.
The peculiarity of the calculation of weights is that the

same regulations € Xe,, and eFe; can be used in

n*rx

= , (6)
il

different patterns of interaction with the user. Therefore,
the relationship between probability and regulation
weights is represented by the Gibbs probability
distribution. When calculating the weights of the
regulations for this distribution can be used one of the
variants of the gradient descent method.

Thus, the model of the pattern of explanations, which
is intended for interactive construction of explanations
taking into account the probabilistic aspect, has the form:

M ={z,W,P(x)}, ()

where W — the set of weights of temporal regulations in
the pattern.

It should be noted that the parallel or sequential
combination of the basic pattern (4) allows you to create
new patterns that define more complex processes of
interaction with the user. Models of such complex patterns
have the same elements as the model (7).

This model makes it possible to form two options for
constructing explanations taking into account the
interaction of the intelligent system with the user: the
selection of the most probable pattern 7 of the known;
construction of a new explanation of the regulations that
are part of the pattern. The first option requires simple
calculations and therefore can be used in the online mode
of the intelligent system. The second option requires the
probabilistic derivation of new patterns from known
regulations and the calculation of their probability based
on the weights of the regulations. Therefore, such
explanations require preliminary calculations in offline
mode.

Interactive method of constructing explanations.

The proposed method uses model (7) and contains
the phases of construction of explanation patterns and
formation of explanations.

The pattern construction phase is designed to form
patterns of interaction with the user based on data about
his actions. This phase contains the following steps.

Stage 1. Determination of temporal dependences of
X and F-type.

Step 1.1. Forming a set of event pairs for sequences
E

.
Step 1.2. Formulation of regulations e Xe,,, and
g,Fe; taking into account (1) and (5).

Stage 2. Formation of patterns of interaction with the
user (4).

Step 3. Calculation of the probabilities of using
patterns according to (6).

Stage 4. Calculation of the weights of the regulations
in the pattern.

The result of this phase is a set of pattern models (7).

The phase of formation of explanations contains
stages of a choice of existing or construction of new
patterns of interpretations.

Step 1. Selection of a set of patterns of explanations
by condition:

(e =6, )~ (e =¢,;). (8)

Under this condition, the existing patterns are
selected, which contain similar initial and final events.
The comparison of events is performed according to their
characteristics, which were presented in expression (1). If
the set obtained in step 1 is empty, then there is a
transition to step 3.

Stage 2. Arranging patterns by probability (6).

Stage 3. Formation of a set of new patterns from the
temporal regulations obtained in stage 1. Formation
occurs using known methods of probabilistic inference
[11]. Patterns are sorted by the total weight of the
regulations in their composition.

Step 4. Presentation of the explanation on the basis
of the first pattern. Other patterns are used as alternatives
to justify other aspects of the decision.

The result of this phase is an explanation based on
certain patterns.

Consider an example of forming an explanation
using this method for users of the recommendation
system. Such systems are usually part of e-commerce
systems. They offer the user a personal list of goods or
services that suits his interests.

The purpose of explaining the recommendations is to
justify the goods or services offered to the user on the
basis of changes in demand for them. The sequence of
purchases in the form (2) is used as input data. The pattern
of type (4) reflects the sequence of purchases of the target
product by different consumers. Changing the number of

purchases for events € and e; reflects the dynamics of

consumer demand. Therefore, the weights of the
regulations in this case can be calculated simplified, based
on the difference in purchases. The total weight of the
regulations reflects the change in purchases due to
fluctuations in intermediate events e,,....e; ,. Therefore,

in this case, the patterns can be sorted by the total weight
of the regulations. Accordingly, the explanation interface
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represents the changes in demand for this template,
presented in numerical form or in the form of a bar chart.
As an alternative, it is advisable to use explanations for
changes in demand for similar but not offered goods. The

implementation of this approach to justify the choice of
target product in the recommendation system based on
data on wholesale sales in supermarkets is presented in
table 2.

Table 2. Product sales explanation results for recommendation system

Name Explanation _of the current Alternative position 1 Alternative position 2
position
Sales by days 28;2;24;31 14; 18; 26; 11 2;1;:4;1;2
The sum of the normalized weights of 1,097 0,336 0,147
the regulations for the pattern
Aggregate increase/decrease in sales increase decrease increase

Sales patterns for the current week were used in this
experiment. The total sales of goods for 1 day were
considered as events. The explanation pattern makes it
possible to present a normalized change in weight, which
reflects the aggregate change in demand for the product,
taking into account fluctuations by day. The presentation
in the form of a change in weights for the target product
and for its two alternatives shows that over the last week
the demand for the target product has increased the most
by day compared to similar alternatives. This explanation
provides simplified causal links that describe to the user
the decision-making process in the recommendation
system.

Conclusions

The substantiation of the use of the black box
principle to the development of an interactive method of
constructing explanations in intelligent systems is
performed. The results of the substantiation showed that
the application of this principle creates conditions for
supplementing the functionality of existing intelligent
systems with the possibility of explaining the results of
their work without significant modification of such
systems. This advantage is due to the fact that the
explanation of this principle is formed in parallel with the
decision-making process and uses a different subset of
data compared to the information used in decision-
making.

A model of the pattern of explanations based on
temporal regulations is proposed. The model displays a
fragment of the sequence of user interaction with the
intelligent  system in  obtaining  decisions and
recommendations and contains a pattern of temporal
regulations, taking into account the weight of these
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PO3POBKA METOJY IHNTEPAKTUBHOI IOBY 10BU MOSICHEHD B
THTEJIEKTYAJIBHUX IHOOPMAIIMHUX CHCTEMAX HA OCHOBI
HMOBIPHICHOI'O IIAXO1Y
IIpenmeTr: BUKOPUCTAaHHS anapaTy TEMIIOPAJbHOI JIONIKM Ta HMOBIpHICHMX HIAXOXIB U1 MOOYMOBU IMOSCHEHHS ILOJO

pe3yabTaTiB poOOTH IHTEICKTYalbHOT CHCTEMH 3 THUM, LI00 MiABHIIUTH €()CKTHBHICTh BUKOPUCTAHHS OTPUMAHHX pIllleHb Ta
pexomenaaniid. Ilinb: po3pobka MeTony MOOYAOBU HOSCHEHb B IHTENEKTYaIbHUX CUCTEMAaxX 3 MOMJIUBICTIO (POPMYBaHHS Ta
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OIIIHKK JEKIIbKOX aJbTCPHATHBHHUX BapiaHTIB TIyMadeHb pPE3yJbTaTiB poOOTH Takoi cUCTeMH. 3amadi: OOTpYHTYBaHHS
BUKOPHCTAHHS NIPUHIUITY YOPHOTO SIIVKY UL IHTEPaKTHBHOI MMOOYMOBH MOSICHEHB; pPO3p0oOKa MOJEII MaTepHy MOSCHEHHS,
oo mependavae WMOBIPHICHY OILIHKY; po3poOKa METONy IHTEpaKTHBHOI MOOYJOBH TOSCHEHb Ha OCHOBI WMOBIpHICHOTO
miaxoay. MeToau: MEeTOM aHalli3y JaHWX, METOJIW CUCTEMHOTO aHajli3y, METOIU o0y I0OBH MOSCHEHb, MOJIEI MPECTABICHHS
3HaHb. Pe3yJbTaTH: 3alpOIIOHOBAaHO MOJENb MAaTEpHy IMOSACHEHb, IO MICTUTH TEMIIOPAJIbHI IPAaBIJIA, SKi BiIOOpaXaroTh
MTOCTIIOBHOCTI B3a€MO/IIT KOPUCTYBaya 3 IHTEJICKTYaIbHOK CUCTEMORO, IO J3a€ MOXKIHBICTh (DOPMYBATH MOSICHEHHSI HA OCHOBI
HOPIBHAHHA Aifl IOTOYHOTO KOPHCTyBaua Ta iHIIMX BiOMHX KOpHCTyBauiB. Po3poOneHo MeTon iHTEpakTUBHOI MOOYHOBU
MOSICHeHb, SIKUH 0a3yeThCsl HA WMOBIPHICHOMY IiJIXO/1i, BUKOPHCTOBY€E MATEPHH B3a€MOJIiI KOPUCTyBauya 3 1HTEICKTYaIbHOI
CHCTEMOIO Ta MICTHTH (Da3u OOy OBH MATEpPHIB MOSICHEHb # (OPMyBaHHS IOSCHEH 3 BUKOPUCTaHHSM OTPHMAaHUX ITaTePHIB.
Metoa ymnopsaKOBYyE OTPHUMaHI MOSCHEHHS 3a MWMOBIPHICTIO BUKOPHCTAHHS, IO Ja€ MOXIIUBICTH C(OpPMYBaTH LILOBE Ta
aNbTePHATHBHI MOSCHEHHs Uil KOpUCTyBadya. BucHOBKH: OOIPYHTOBAaHO BHUKOPHCTAHHS NPUHIUIY YOPHOTO SIIUKY 0
PpO3po0KH HMOBIPHICHOTO MIAXOAY A0 MOOYAOBH MOSCHEHb B IHTEIEKTYaIbHUX CHUCTEMax. 3alpOIIOHOBAHO MOJIECIb MaTepHY
HOsICHEHb Ha 0a3i TeMIopalbHUX NpaBuil. Mojenb BinoOpakae MOCIIIOBHICTh B3a€MOJIl KOPUCTyBauya 3 iHTENEKTYallbHOO
CHUCTEMOIO MIPY OTPUMAaHHI PIllICHb Ta PEKOMEH/IAIlii Ta MICTHTh TATEPH B3a€MO/IT y CKJIa/1i TEMIIOPAILHUX MPABUII, 1[0 MAIOTh
Bary, a TaKOX BHM3HaYae HMOBIPHICTh BUKOPHCTAHHS MATEPHY B3a€MOJII 3 KOpHCTyBadeM. P0o3po0IIeHO MeTO I IHTepaKTHBHOI
mo0Oy/I0BU TOSICHEHb 3 YpaxyBaHHSIM B3a€MOJIIT KOPHCTYBaya 3 iHTEJIEKTYaJIbHOK CUCTEMOK. MeToJ MicTUTh (ha3u Ta eTanu
¢dbopMyBaHHS IIpaBUJIa il MaTepHiB B3a€EMOJII 3 KOPUCTYBAaYeM 3 BU3HAYCHHSIM MMOBIPHOCTI IX BUKOHAHHS, a TaKOX Hi0O0pY y
YHOPSIIKYBaHHS MMATEPHIB 3a WMOBIPHICTIO iX peatizamii. BUKOHAHO IMIJIEMEHTAII0 METOMy MpHU MOOYIOBI MOSCHEHb YIS
PEKOMEHAALIHHNAX CHCTEM.
KuirouoBi cjioBa: iHTeNEKTyallbHA CUCTEMA; TIOSICHEHHSI; TATepPH; MOSICHIOBAHWH IITYYHUI 1HTEJICKT; paBuIa.

PA3PABOTKA METOJIA UHTEPAKTUBHOI'O IOCTPOEHUSI OB bSICHEHUI B
HUHTEJUIEKTYAJIBHBIX HTHO®OPMAIIMOHHBIX CUCTEMAX HA OCHOBE
BEPOATHOCTHOI'O TIOAXOJA

IIpeamer: mcmonb30BaHME amIapaTa TEMIIOPATPHOHW JIOTMKH M BEPOATHOCTHBIX MOAXOJOB IS MOCTPOSHHS OOBSACHEHHUS O
pe3ynbpTaTax padoThl UHTEIUIEKTYaJbHOW CHCTEMBI C T€M, YTOOBI NMOBHICUTH 3(P(EKTUBHOCT UCIOIb30BAHUS IOIYYEHHBIX
pewieHnii u pexoMenpanuid. Ileanb: paspaboTka MeTola IMOCTPOCHUS OOBSICHEHHH B HWHTEIUICKTYaJIbHBIX CHCTEMax C
BO3MOJKHOCTBIO (DOPMUPOBAHUS M OLEHKU HECKOJBKHX AJIbTEPHATHBHBIX BAPHAHTOB TOJIKOBAHUH PE3yNbTaTOB pabOThI TaKOH
CHCTEMBL. 3alaun: 000CHOBAHHE MCIONB30BaHUS MPUHINIA YEPHOTO AIINKA I HHTEPAaKTHBHOTO MOCTPOCHHS OOBSICHEHHH;
pa3paboTKa MOAENIU NaTTepHa OOBACHEHHE, YTO MIPEAIOIaraeT BEpOsITHOCTHYIO OLIEHKY; Pa3paboTka METo/la HHTEPaKTUBHOTO
MOCTPOEHHS OOBSACHEHHH Ha OCHOBE BEPOATHOCTHOTO MOaXoxa. MeToabl: METOIBI aHANM3a JAHHBIX, METOIBI CHCTEMHOTO
aHaJM3a, METOABI IOCTPOSHUSI OOBSCHEHUH, MOJEIH IIPEACTaBIeHHs 3HaHUN. PesyabTaTel: [IpeanosxeHa Moaens marrepHa
OOBSACHEHNH, COAEp KaIHil TeMIOpalbHbIe MPaBHUIIa, OTPAXKAIONMINE MOCIECAOBATENIFHOCTH B3aWMOJCHCTBHS IIOIB30BATENs C
UHTEJUIEKTYaJIbHOM CHCTEMOM, 4TO MO3BOsIET (OPMHUPOBATH OOBACHEHHS HAa OCHOBE CpaBHEHMS IECHCTBUHM TEKYILEro
MONB30BAaTeNsl M JAPYTHX M3BECTHHIX IIONb30BaTeNei. Pa3paboTaH MHTEpPAaKTHBHBIH METOX TIOCTPOCHHSA OOBSICHEHHH,
OCHOBAHHBIN Ha BEPOATHOCTHOM MOJXO0JI€; METO UCIOJIb3yeT MabI0HI B3aUMOJCHCTBUS MOJIB30BATENS C HHTEIUICKTYalIbHOM
CHCTEMOH W cofepXHuT (a3bl IOCTPOCHHS IATTEPHOB OOBACHEHHWI U (HOPMHPOBAHHSA OOBACHCHHH C HCIIOIb30BAHHEM
TIOJIYYCHHBIX ITaTTCPHOB. MCTO,I[ YHOpAAOYUBACT TTOJTYYCHHBIC OOBSICHEHHS 110 BEPOATHOCTU MCIIOJIB30BaHHsA, YTO IO3BOJIACT
c(opMHpOBaTh LIEIEBOC U aJbTEPHATHBHbIC OOBSICHEHHs Ui Ioyib30Bareis. BbiBoabl: OOOCHOBaHO HCHOJIB30BAHHE
IOPUHINIA YepHOTO SIMKa K pa3paboTKe BEPOSTHOCTHOTO MOAXOJAa K MOCTPOCHMIO OOBSICHEHHI B HWHTEINICKTYaIIbHBIX
cucremax. llpeuioxkeHa MoJenb mNaTTepHa OOBSCHEHUH Ha ©0a3se TeMIOpaiabHBIX MpaBWI. MoJenb OTpaxaeT
[OCJIEI0BATENbHOCTh B3aUMOJCHCTBUS I10Jb30BATENs C HHTEIUIEKTYaJIbHOH CHCTEMOHW IpH IOJNYyYEHUM pEIIEHUH u
peKOMCHﬂaL{I/Iﬁ U COACPIKUT MMATTCPH B3aMMOﬂCﬁCTBMH B COCTaBC TEMIIOPAJIbHBIX MPaBUJI, UMCIOIIUX BEC, a TAKKE ONPCACIIACT
BEPOSTHOCTh HCIOJIb30BaHMs NATTEpHA B3aMMOJEHUCTBUS C HONb30BaTeneM. Pa3paboTaH MHTEPAKTHUBHBIA METOJ HOCTPOEHUS
OOBACHEHUH C y4eTOM B3aMMOAEICTBHS IOJb30BATENs C MHTEIUIEKTYalbHOM cucTeMoil. Meros BkirouaeT (asbl U HTaIb
(opMHpOBaHUS TIPABHI M MAaTTEPHOB B3aMMOJCHCTBHS C IIOIB30BATEIEM C ONpEIeNCHHEM BEPOSATHOCTH HX BBITOJTHECHUS, a
TAKXKC YHNOPAAOYCHHA MATTECPHOB IO BEPOATHOCTH UX pCATU3alIUH. Brimonanena HUMIUIEMCHTAUA METOAa NPHU IMOCTPOCHUH
00BACHEHUH 171 PEKOMEHATENbHbIX CUCTEM.

KiroueBble cj10Ba: WHTCIUICKTyalbHAas CUCTEMA; OOBSCHEHHUS; IATTEPH; OOBSCHUM HMCKYCCTBEHHBIH WHTEIUICKT;
paBHIIa.
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