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MATHEMATICAL MODELS OF DECISION SUPPORT IN THE PROBLEMS OF
LOGISTICS NETWORKS OPTIMIZATION

The subject of research in the article is the process of decision support in the problems of logistics networks optimization. The goal of
the work is to develop a set of mathematical models of logistics network optimization problems to increase the efficiency of decision
support systems by coordinating the interaction between automatic and interactive procedures of computer-aided design systems. The
following tasks are solved in the article: review and analysis of the current state of the problem of decision support in the problems of
logistics networks optimization; decomposition of the problem of decision support for the optimization of logistics networks;
development of a mathematical model of the general problem of network optimization in terms of economy, efficiency, reliability and
survivability; development of a set of technological mathematical models for the correct reduction of many effective options for
building logistics networks for the final choice, taking into account difficult to formalize factors, knowledge and experience of the
decision maker (DM). The following methods are used: systems theory, utility theory, optimization and operations research. Results.
Analysis of the current state of the problem of logistics networks optimization has established the existence of the problem of correct
reduction of a subset of effective options for their construction for ranking, taking into account difficult to formalize factors, as well as
knowledge and experience of DM. The decomposition of the problem into tasks is performed: definition of the principles of network
construction; network structure selection; determination of the topology of network elements; choice of network operation
technology; determination of parameters of elements and communications (means of cargo delivery); multi criteria evaluation and
selection of the best option for building a network. A mathematical model of the general problem of network optimization in terms of
economy, efficiency, reliability and survivability is proposed. To coordinate the interaction between automatic and interactive
network optimization procedures, it is proposed to use a combined method of ranking options, which allows you to identify and
correctly reduce the subset of effective options for ranking DM. To implement the method, mathematical models of problems of the
procedure of ranking options in the technologies of project decision support have been developed, which allow to combine the
advantages of the technologies of the ordinalistic and cardinalistic approaches. Conclusions. The developed set of mathematical
models expands the methodological bases of automation of processes of support of multi criteria decisions on optimization of logistic
networks, allows to carry out correct reduction of set of effective options of their construction for the final choice taking into account
factors, knowledge and experience of DM. The practical use of the proposed models and procedures will reduce the time and capacity
complexity of decision support technologies, and through the use of the proposed selection procedures - to improve their quality
across a variety of functional and cost indicators.
Keywords: logistics network; optimization; multi criteria evaluation; effective option; decision support.

Introduction

The efficiency of production and trade companies in
modern conditions is largely determined by the quality of
their logistics. Logistics processes cover all major stages
of economic activity from raw materials to the supply of
products and services to consumers [1]. One of the most
important problems of logistics is the design of supply
chain networks [2]. Promising supply chains must be
sufficiently stable in the face of changes in the external
environment. This fully applies to the chains of modern
types of environmental and reversible logistics. They fully
cover product life cycles, from the rational use of raw
materials to waste disposal [3].

A systematic approach to the optimization of supply
chain networks involves the joint solution of direct and
reverse logistics problems [4-5], which have traditionally
been considered conditionally independent. In this
approach, logistics networks are considered as
geographically distributed objects, optimization problems
of which are combinatorial in nature and are solved on a
variety of functional and cost indicators in terms of
incomplete definition of goals and data [6]. This creates
many new challenges to support decision-making on the
optimization of logistics networks, which require
formalization and development of effective methods for
solving them.

Modern technologies of design (reengineering) of
such objects provide joint solution of problems of their

structural, topological and parametric optimization. This
involves the generation and analysis of powerful sets of
possible options for building networks. The vast majority
of acceptable options for building networks are inefficient,
and the choice of the best option is made by a decision-
maker (DM), who is able to choose from only a few
options [7]. Due to the fact that in practice it is not
possible to substantiate a single scalar criterion for
assessing the effectiveness of options, DM evaluates them
based on the analysis of a given set of conflicting local
criteria [8-10]. The methods of individual or collective
expert evaluation are used [11-13]. At their realization in
designing technologies, there are problems of coordination
of interaction of automatic and interactive procedures.
One of them is the problem of correctly reducing the
number of effective options for building networks for the
final selection of the best among them, taking into account
factors that are difficult to formalize, knowledge and
experience of DM.

Analysis of the problem and methods of solving it

In modern logistics, there are macro- and
micrologistic  processes [4]. In the systems of
macrologistics the processes of interaction of several
independent objects of property, not connected with
territorial distribution, are realized. Macro-logistics tasks
are solved in the interests of international, transcontinental
companies or intermediary organizations. The problems of
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micrologistics are solved to organize the interaction of
elements of one or more enterprises gathered in a group of
common economic interests [14].

An example of the problem of optimizing global
traffic can be the problem of structural and topological
synthesis of the centralized transport and warehousing
system of the regional level [15]. Directed search methods
are successfully used to solve such problems. The
problems of local transportation optimization are
formulated as varieties of the salesman's problem, for the
solution of which, depending on their dimension, accurate,
heuristic and metaheuristic methods are used [16].

Conditions of competition lead to the need for rapid
development of new products, which can lead to
significant changes in flows in supply chains. With
relatively small changes in flows, the adaptation of
existing network options is carried out, which requires
decision-making in conditions of uncertainty in demand
[17]. With significant changes in demand, other
characteristics of the network, environmental or functional
constraints there is a need for its reengineering [5].

Regardless of the level of the network in the problem
of decision support for its optimization, there are tasks
[18]: goal setting; formation of a universal set of

options S" ; selection of a set of valid options S* = SY;
selection of a subset of effective options S® < S* < SV ;

ranking and choosing the best option s° € S®.

Logistics networks are characterized by significant
territorial dispersion. As a result, their structural,
functional and cost characteristics are significantly
dependent on the topology (location) of their elements
(manufacturers, terminals, consumers). Based on this,
formally, the option of building a logistics network should
be presented in the form of a tuple, which reflects the set
of its elements E , the relationships between the elements
R and the location of its elements G [5]:

s=<E,R,G >, (1)

where R=[r;1, i,j=1n: r, =1, if there is a direct
connection between the i-th and j -th network elements,
r; =0 — in other case; n=|E| — number of network
elements.

Each of the options for building a network is
evaluated by a set of local criteriak;(s), j=1,m that
reflect their functional and cost indicators (delivery time,
reliability, delivery costs, etc.). At the first stage of
network optimization, based on its desired properties,
subsets of elements E’, structures (connections between
elements) R’ and topologies (locations of terminals) G’

on which it can be created are determined. They identify
many possible options for building a network [6]:

S'CE'xXR'xG’. (2)
The established ecological, economic, other
restrictions reduce subsets of possible elements,

connections and topologies of a network to subsets of

admissible, which define set of admissible variants of its
construction:

S* CE*xR*xG* ,EXCE’, R*CR', G*CG’'. (3)

The essence of the problem is to remove from the
universal set of options for building a network that does
not satisfy the constraints:

ki(s)ZKj Vk,(s)eQ(s). ki(s)<k Vk(s)eC(s), (4)

where Q(s), C(s) are the sets of indicators of effects

from the use of the network and the cost of its creation and
operation.
The task of allocating a subset of effective options

for building a network S® < S* is to remove from the set
of acceptable subsets of those that can be improved by at

least one of the local criteria k;(s), j=1m without
compromising the quality of others. A variant of network
construction will be called effective st e SE if there is no

variant on the set of admissible S* for which the
relations could be fulfilled [18]:

ki(s)>k(sF),ifk(s)— max, (5)
ki(s)<k(sF),if k(s)— min (6)

and at least one of them was strict.

Subsets of effective variants S® < S* by the
classical methods of Carlin and Hermeyer are found by

combining the solutions s of the corresponding sets of
problems [19-20]:

s =arg max{P(s)=2> 4&(s)}, ©)
€ =1

s’ =arg msgx{ P(s)=min 2;&;(s)} (8)
seS* j

for various sets of parameters (sets of weighting factors of
local criteria)

- m
A'={4;:2;>0 Vj=1m, > 4, =1}, (9)
j=1

where &(s) — the value of the utility function or the

normalized value of the j-th local criterion; 4; —

j
weighting factor of j -th criterion.

An evolutionary method based on a genetic
algorithm with non-dominant sorting is used to determine
the Pareto front on admissible sets of extra-large sizes
[21]. A method for reducing the number of objective
functions based on the principal components method is
used to accelerate the rate of its convergence to the Pareto
front [22].

Models and methods of utility theory are used to
rank and select the best option for building a network

from a set of effective s° € S. Moreover, in automated
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technologies, these problems are solved by methods of
both quantitative and qualitative evaluation [7-13].
Arranging small sets of effective options S is done
by DM or experts. To date, a large number of methods of
multicriteria analysis of solutions, including: AHP,
MULTIMOORA, MAUT, TOPSIS, VIKOR, COPRAS,
STEP, PROMETHEE, ELECTRE [11, 23]. Each of the
methods uses its own technology of ordering, so even in
problems with the same input data, different orders of
alternatives can be established and different options can
be chosen as the best. The simplest from the point of view
of expertise can be considered the method of comparative
identification, which allows on the basis of the established
order of options to synthesize a function for their
quantitative scalar estimation P(s) [7, 18, and 20]. Using
the obtained function, it is possible to organize powerful

sets of effective options S® and choose the best among
them:

s® =arg max P(s). (10)

seS

In both cases, each of the options for building a
network seS® is assigned the meaning of its
value P(s), which determines their order on a subset of

effective S® < S*:
{VsyveS*:s~ve P(s)>P(v);

STV P(s)=P(v);
S~V P(s)=P(v).

(11)

Additive function in the form of convolution of local
criteria has become the most widespread for quantitative
estimation of variants [7]:

P(s)=2_4;&;(s). (12)
-1
ki(s)—-ki [ —
5&S)=[ﬁ} j=1m, (13)

where 1; — weighting factors that assess the mutual

importance of local criteria k;(s), j=1m, 4;>0,
m

Z’lj =1; &;(s) — the value of the utility function of the
j=1

—

-th local criterion for the option s; k|, kj, ] =1,m —
the best and the worse values of the j -th local criterion on
the set S*; u; — parameter that determines the specific

type of function (13): linear, concave or convex.

To reconcile the interaction between automatic and
expert procedures, a combined method of ranking options
has been proposed, which combines the advantages of
ordinalistic and cardinalistic ordering [18]. However, the
method of selecting options for preliminary peer review
remains open.

According to the results of the review of the current
state of the problem of decision support in the
optimization of logistics networks, it was found that [18]:

- most network optimization tasks are multi-criteria
and combinatorial in nature, and the process of solving
them involves the automatic generation and analysis of
powerful sets of options for their construction;

- the final decision-making process is carried out
using expert evaluation methods, in the process of which
only a small number of options can be analyzed.

There is a need to correctly reduce the subsets of
effective options for ranking at both stages of the
examination, taking into account factors that are difficult
to formalize, knowledge and experience of DM.

The aim is to develop mathematical models for
technology to support decision-making in the problems of
optimization of logistics networks based on the procedures
of ordinalistic and cardinalistic ordering.

Results of the Study

The methodological complexity of the problem of
optimization of logistics networks as large-scale objects
does not allow creating a holistic formalized description
and finding an effective option for their construction in
one procedure. Let's divide the description of the network
into hierarchical levels and aspects, and the optimization
process — into groups of optimization procedures [24].
Then the selected procedures will allow you to obtain and
convert descriptions of the tasks of the selected levels
(aspects) and their aggregation to obtain the best option
for building a network.

At the first stage, the problem of network
optimization is presented as a MetaTask , which contains

many local tasks. Such problems Task; izﬂ,

Izl,_nl(where iy, is the number of levels of
decomposition, n, - the number of problems at the | -th

level of decomposition) belong to different levels of
decomposition [6]:

MetaTask = {Task/ },Task' ={Task! }.  (14)

The basic tasks of the lower level are: Task{ -
defining the principles of network construction; Taské -
network structure selection; Taské — determining the
topology of network elements; Taskz'1 — choice of

operating technology; Taské determination of
parameters of elements and connections (means of cargo
delivery); Taské — multicriteria evaluation and selection
of the best network construction option.

Each of the selected tasks Task!, i=1,i, will be

considered as a converter of its input data into IniI its

output data OutiI :

Task : Il »Out! , 1=1,n, i=1, . (15)
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Consider the problem of network optimization on
four indicators: economy, efficiency, reliability and
survivability. Indicators of efficiency and efficiency are
taken into account when optimizing almost all logistics
networks. Reliability and survivability indicators are
important for military logistics and critical logistics
systems [25].

To assess the cost-effectiveness of options, we use
the criterion of the costs of creating and operating a
network: kl(s)—>misn. To assess the efficiency of the

seS*

network, we use the time of delivery of goods. Then the

maximum efficiency will correspond to the minimum time

for delivery of goods: k,(s)— min. As an indicator of
seS*

network reliability we use the coefficient of its
readiness: K;(s) — m%x. To assess the survivability, we
seS*

use the value of the share of consumers who will receive
cargo in case of single damage to its
components: Kk,(S)— max.

seS*

Taking into account the introduced notations, the
mathematical model of the multi-criteria problem of
logistics network optimization can be presented as
follows:

ky(s)— min; ky(s) <k ;
seS*

kp(5) — min; k() <ky;
seS*

. (16)
k;(s) — max;  Ks(S)>Ks;
seS*

ky(s) — max;  k,(s)>K;,
seS*

* *

where ki, ky, k3, k; — maximum allowable values of

cost, efficiency, reliability and survivability of network
construction options.

By excluding some local criteria or constraints from
model (16), it is possible to obtain models of different
network optimization problems according to one, two or
three local criteria.

Table 1. Power subsets of efficient options

The solution of the network optimization problem
will be carried out by a combined expert-machine method
[18]. It provides for the implementation of such stages:

- allocation on a set of admissible variants of
construction of a network S* a set of effective options

SE:

- allocation on a subset of effective SF a set of
options S’ < SE for preliminary expert evaluation;

- parametric synthesis of the function of general
utility of variants P(s);

- ranking options using the general utility function;

- using estimates P(s) of allocation on a subset S®
of a given number of the most effective options S” = S¢;

- DM choice on a set of options S” = S® of the best
option s°eS"<S® on a set of indicators k;(s),
j=1m.

The total number of possible options for building a
logistics network with a radial-node structure, provided
that the nodes are located only near consumers is 2"
(where n =|E| — number of network elements).

Given that, the methods of Carlin and Hermeyer
(7) - (9) for a reasonable time allow us to select only the

approximation of a subset of effective options S from
the set of allowable S*, we use the method of pairwise
comparisons [18, 20]. The results of experimental studies
using the method of pairwise comparisons for uniform
distribution of network characteristics in the space of local

criteria k;j(s), j=ﬁ showed that: the absolute size

(capacity) of subsets of effective options |SE| depending

on the number of local criteria M and the capacity of sets
of acceptable options of network construction |S*| have a
steady upward trend, and the relative size of subsets of
effective options |S F | /|S*| - downward (tables 1 and 2).

m / [sf] 10000 20000 30000 40000 50000
2 7 8 10 11 12
3 47 51 52 54 58
4 151 164 216 253 292
5 404 501 553 501 785
6 822 1309 1394 1587 1750
7 1762 2572 3010 3157 3468

m / |sF] 60000 70000 80000 90000 100000
2 13 15 16 18 19
3 61 62 68 71 77
4 295 298 302 329 342
5 791 941 975 1023 1141
6 2116 2237 2298 2351 2450
7 4071 4741 4942 5235 5391
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Table 2. Relative power subsets of efficient options

m / [SF|/]s*] 10000 20000 30000 40000 50000
2 0,0007 0,0004 0,0003 0,0003 0,0002
3 0,0047 0,0026 0,0017 0,0014 0,0012
4 0,0151 0,0082 0,0072 0,0063 0,0058
5 0,0404 0,0251 0,0184 0,0148 0,0157
6 0,0822 0,0655 0,0465 0,0397 0,0350
7 0,1762 0,1286 0,1003 0,0789 0,0694
m | [s€[/[s*] 60000 70000 80000 90000 100000
2 0,0002 0,0002 0,0002 0,0002 0,00019
3 0,0010 0,0009 0,0009 0,0008 0,00077
4 0,0049 0,0043 0,0038 0,0037 0,00342
5 0,0132 0,0134 0,0122 0,0114 0,01141
6 0,0353 0,0320 0,0287 0,0261 0,02450
7 0,0679 0,0677 0,0618 0,0582 0,05391
If possible, within the framework of the To automatically select the specified number of the

network design technology used, it is suggested
not to select a subset SF of the set of admissible variants
S* Dby solving a separate problem, but to form
it already at the stage of variant seS* generation.

This  will significantly reduce the time and
capacity complexity of decision-making tasks (table 1).

P(s)=2 4&(s)+ 2> Ai&(s)j(s)+
i=1

i=1 j=i

where 4;, 4,

mutual importance of the criteria k;(s), kj(s), k(s) and

Aij — weighting factors that assess the

their products; 0<¢&(s)<1, i=1,m — the value of the

&(s)=

where 5(3):E(s); ka,a — coordinates of the gluing
point, 0< ka<l, 0<a<1; b ,b, — parameters that
determine the type of dependence on the first and second
segments of the function.

To solve the problem of parametric synthesis of the
general utility function, we use the method of comparative
identification [7, 28]. At the first stage on a set of
effective, it is necessary to allocate a subset of a small

number of the most informative options S’ < SF. On it

DM, proceeding from requirements to a logistic network
and qualitative estimations of variants, forms the binary
relation of strict advantage:

a+(1-a)(b,+1)[1

most effective options S” < SF, it is necessary first to
select the type of function of general utility P(s) and to

solve the problem of its parametric synthesis.

We will use to quantify the overall usefulness of
options for building networks with a universal function [7,
18, and 20]:

22 Ap&i(s)Xi(s)E(s)+ ..., 17)

j=il=j

m m m
i=1 j

utility criterion of the local criterion k;(s), i = 1,m for the

option s e SE.

To be able to make S- and Z-like approximation of
estimates of the values of local criteria, we use the best in
terms of "accuracy-complexity" universal function-gluing
[26-27]:

a(b, +1) 1—[b1/{bl+@D ,0<k(s)<Ka;

a

B B (18)
—{bzl(bz—i-MJ] ka <k(s)<1,
1—ka
R(S")={<sv> sveS’ s>vj}. (19)

For the established relation of strict advantage using
the function of scalar estimation of variants (17) we make

a system of inequalities:
P(A,s)>P(A,v): V<syv>eR(S"), (20)

where 4 — vector of general utility model parameters (17).
If you enter a notation:

&(s)-&i(s)=¢&na(s), ﬂ’l,l = A1

51(5)~§2(S):§m+2(5), ﬂl,Zzﬁ”m-*—Z?"" (21)
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then the universal model (17) can be presented in additive
form:

N
P(1,8)=Y 4 &(s). (22)
i=1
The maximum number of such a model additions is
N=CP —1 (where p isthe degree of the polynomial,

m+p

N N —
()= A E()-D A &(V)>0, <sv>eR(S), j=1n,
i=1

i=1

which is determined by the required accuracy of DM).
The problem of parametric synthesis of the general utility

function (22) is to determine the vector[4], i=1,N

which satisfies the system of inequalities (20) and the
conditions  for  normalization of  parameters:

(23)

77n5+1(/1)ziﬂ1- =1, 4 >0,i=1N,
i=1

where n'=Card R(S")

advantage (19).

Stable estimates of the vector of model parameters
(22) are the solution of the Chebyshov point search
problem [7, 28]:

— power set ratio of strict

nj(A)+ Ay, >0, j=1n,

N
Mva(A)=> 4 =1, 420, i=1LN,
i=1

Ans1 = Min.

(24)

Using the obtained parameter values [4°], i=1,N
the next step is to calculate the scalar quality estimates
P(s) (22) for all options from the subset of
effective s € SE , which determine their ordering by value.

At the last stage, based on the established estimates
of options P(s), seSF, the selection of a subset

S° e S® of a given number n° of the best options. The
DM then makes the final choice of the best option
s®es°.

It is experimentally established that the insufficiently
substantiated choice of options for establishing the binary
relation (19) reduces the accuracy of determining the
advantages of DM, which is set by the values of the
weights 4;, 4, 4, ... .

Consider the problem of parametric synthesis of the
general utility model (22) on the set of 30 effective
options for building a logistics network S® ={s},
estimated by the values of the utility functions of local

criteria §;(s), j=1,4. Based on the equivalence of local
criteria, we calculate the value of the general utility

function P(S)for all options, which establishes such an
order among the options (table 3):

ST ={s, &S, > .55 ~Sy}. (25)
Table 3. Characteristics of network construction options

s &i(s) &o(s) &3(s) AC) P(s) P (s) P,(s) P;(s)
1 2 3 4 5 6 7 8 9

S; 0,871 0,754 0,999 0,887 0,878 0,880 0,875 0,877
S, 0,819 0,858 0,913 0,882 0,868 0,866 0,867 0,868
S, 0,851 0,974 0,595 0,978 0,850 0,842 0,855 0,851
S, 0,926 0,707 0,791 0,943 0,842 0,844 0,844 0,842
Ss 0,958 0,701 0,787 0,878 0,831 0,837 0,833 0,831
Sg 0,972 0,886 0,845 0,593 0,824 0,838 0,825 0,824
S, 0,651 0,862 0,789 0,965 0,817 0,803 0,816 0,817
Sg 0,985 0,642 0,861 0,738 0,807 0,820 0,807 0,806
S 0,609 0,959 0,678 0,939 0,796 0,780 0,797 0,797
S10 0,458 0,834 0,975 0,817 0,771 0,756 0,764 0,769
Siy 0,799 0,915 0,902 0,435 0,763 0,774 0,760 0,762
Si2 0,711 0,956 0,984 0,364 0,754 0,764 0,748 0,752
Si3 0,559 0,927 0,468 0,987 0,735 0,714 0,739 0,737
Si4 0,934 0,874 0,983 0,094 0,721 0,752 0,717 0,720
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The end Table 3.
1 2 3 4 5 6 7 8 9
Si5 0,747 0,988 0,964 0,106 0,701 0,721 0,695 0,700
Si6 0,973 0,823 0,171 0,791 0,690 0,693 0,703 0,694
S17 0,988 0,801 0,197 0,732 0,680 0,687 0,692 0,684
Sig 0,984 0,525 0,351 0,815 0,669 0,678 0,679 0,671
Sig 0,519 0,938 0,695 0,497 0,662 0,657 0,660 0,662
S, 0,892 0,062 0,819 0,851 0,656 0,670 0,655 0,655
Sy 0,385 0,435 0,811 0,957 0,647 0,629 0,642 0,645
Sy, 0,221 0,412 0,943 0,917 0,623 0,600 0,613 0,620
Sy3 0,433 0,247 0,803 0,959 0,611 0,597 0,606 0,608
So4 0,104 0,835 0,952 0,494 0,596 0,576 0,584 0,593
Sye 0,171 0,317 0,845 0,983 0,579 0,552 0,570 0,576
Sy 0,989 0,345 0,306 0,632 0,568 0,587 0,578 0,570
Sy; 0,981 0,767 0,275 0,216 0,560 0,586 0,569 0,563
Sag 0,997 0,201 0,582 0,417 0,549 0,580 0,553 0,550
Syg 0,993 0,382 0,254 0,524 0,538 0,560 0,548 0,541
Sa0 0,277 0,982 0,354 0,494 0,527 0,508 0,528 0,528

We will choose a subset containing 8 variants for
random examination S’'={s,,Sg,S9,510:515+522+524 525 } -
To determine the ratio of strict advantage R(S") (19), we
establish an order on it:

Sy > Sg > Sg ~Sip ~S1g >~ S99 >Soa ~Sy5. (26)

Based on the results of solving problem (24), the best
parameters of the model were determined: A4, =0,295,
A, =0,234, 43,=0,256, 4, =0,215 and the value of the

general utility function was calculated. With the obtained
values of the parameters, the set order (26) is reproduced,
but there is a violation of the set order on the whole set.

SE ={s ~S, ~.. Sy ~Su}: S, >S5, S ~Ss,
Sg »S7, S11 > S100 Sia ~S131 S0 ~S19v  Spp > Spss

To increase the accuracy of restoring the benefits of

DM on the set of effective S®, we select a subset of the
best options based on the results of solving problems:

s'=arg max min &(s).
seSE 1<i<m

(27)

The subset S'={s,,5;,54,55,5 ,5,5¢,53 } is defined
in this way. Based on the same advantages of DM, let's
establish order on it:

Sy >~ Sy, >S3 >S5, &S5 ~S ~S5 >~Sg. (28)

The system of advantages (28) corresponds to the
parameters of the model 4, =0,262, A4,=0,252,
A3 =0,232, 4,=0,254 and the value of the utility
function P,(s) (table3). Such values of parameters
completely reproduce the established order (28) and give

only 2 violations of the set order on all set (30):
sl6 >s].5'326 >S25'

It was possible to completely restore order (25),
including in the subset for preliminary examination
variants of pairs with minimal deviations of

characteristics{j(s), j=1,4. The order received on
them has such structure:

S18 * S191 519 > S201S26 ~ Sp7-

It corresponds to the vector of parameters
4 =0,253, 4,=0,252, 1,=0,244, 4, =0,251 and
the value of the utility function P;(s) (table 3).

The proposed two-stage procedure allows to
correctly reduce the set of effective options for building
logistics networks for the final choice of many indicators,

taking into account factors that are difficult to formalize,
knowledge and experience of DM.

Conclusions

In the system approach, logistics networks are
considered as geographically distributed objects, the
optimization problems of which are combinatorial in
nature and are solved on a variety of functional and cost
indicators in conditions of incomplete definition of goals
and data. This creates many tasks to support multi-criteria
decision-making that require formalization. In particular,
it is established that the solution of the main problems of
optimization of topological structures of networks
involves automatic generation and analysis of powerful
sets of options for their network construction, and the final
decision is made by DM, in which only a small number of
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options can be analyzed. In order to harmonize the
optimization procedures, it is proposed to correctly reduce
the subsets of effective options for ranking at both stages
of the examination, taking into account factors that are
difficult to formalize, knowledge and experience of DM.

Due to the methodological complexity of the
problem under consideration, its solution is proposed in
the framework of aggregative-decompositional approach,
which involves dividing the description of the network
into hierarchical levels and aspects, and the optimization
process — into groups of optimization procedures. The
procedures defined in this way allow to obtain and
transform descriptions of tasks of selected levels (aspects)
and their aggregation to obtain the best option for building
a network.

A mathematical model of the general problem of
network optimization in terms of economy, efficiency,
reliability and survivability is proposed, from which by
excluding some local criteria and constraints it is possible
to obtain models of optimization problems with different
local criteria and constraints using universal functions of
general usefulness and usefulness.

To reconcile the interaction between automatic and
interactive network optimization procedures, it is
proposed to use a combined method of ranking options,
which involves the consistent implementation of stages of
formation of a subset of effective alternatives, determining
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MATEMATHWYHI MOJIEJI HIATPUMKHA TPUVHSATTS PIIEHD B 3ATTAYAX
ONTUMI3BAILIL JJOTICTUYHUX MEPEX

IIpeameroM nOCTiPKEHHS B CTaTTi € MPOIEC MIATPHUMKH TPUIHATTA PIilIeHb B 3aJadax ONTHMI3allil JOTiCTHYHHX Mepex. MeTa
poOOTH — pO3pOOIICHHST KOMITIEKCY MaTeMAaTHIHUX MOJIEINSH 3a/1ad ONTHUMI3alii JIOTICTUYHIX MEPEeX JUIS i IBUIICHHS e()eKTHBHOCTI
CHCTeM IMIATPUMKH HPUHHSATTS PillleHb LIIIXOM Y3TOJDKEHHS B3a€MOJii MK aBTOMATHYHUMM W IHTEPAaKTHBHHMH MPOLELypaMu
CHCTEM aBTOMAaTH30BaHOTO MPOEKTYBaHHA. Y CTAaTTi BHPILIYIOTHCS HACTYIMHI 3aBHAHHSA: OIISJ 1 aHAJ3 CYy4acHOTO CTaHy mpolieMu
HiITPUMKH NPUAHATTS PillleHb B 33Ja4axX ONTHMIi3alii JJOriCTHYHUX MEPEeX; JEeKOMIO3HIlis IPOOIeMH MiATPUMKN HPUHHSTTS pillieHb
3 ONTHMi3allii JOTiICTHYHUX MEpPEeK; po3pobKka MaTeMaTWYHOI MOJEi 3araidbHOi 3aJadi ONMTHMI3aIlil Mepexi 3a MOKa3HUKAMU
€KOHOMIYHOCTI, ONEepPaTHUBHOCTI, HAXIHHOCTI Ta JKUBYUYOCTi; PO3po0OKa KOMILIEKCY MaTeMaTHYHUX MOJENEH TEeXHOJIOTil KOPEKTHOTro
CKOpPOYCHHSI MHOKUHH €()EKTUBHHUX BapiaHTIB MOOYIOBHU JIOTICTUYHUX MEPEXK U OCTATOYHOTO BUOOPY 3 ypaxyBaHHIM (HaKTOPIB, IO
BA)XKKO MiAmaroThes opmamizarii, 3HaHb 1 JOcBimy ocodw, mo npuiimae pimenHs (OIIP). BuxopucToByloThest Taki MeTOAM: Teopii
cUCTeM, Teopil KOPUCHOCTI, ONTHMI3aIlii Ta JHOCTIDKEHHs omnepamiil. Pe3yabTaTH. AHaNI3 Cy4yacHOTO CTaHy MpoOieMH onTuMizamii
JIOTICTHYHUX MEPEX J03BOJIMB BCTAHOBUTH ICHYBaHHS POOJIEMH KOPEKTHOTO CKOPOYEHHS MiIMHOXHH e(DeKTHBHUX BapiaHTIB iXHBOI
noOyIOBU AJIS paHXKyBaHHS 3 ypaxyBaHHSIM (akTopiB, IIO0 BaXKKO MiAmaroThest (opmainizarii, a Takox 3HaHb i moceimy OIIP.
BukoHnaHa JeKOMITO3HUIis MpoOIeMy Ha 3a/adi: BU3HAUYEHHS NPUHIMIIB HOOYJOBH MEpexi; BUOOPY CTPYKTYPH MepeiKi; BU3HAUCHHS
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TOMOJIOTIT €IEMEHTIB Mepexi; BUOOpPY TeXHOJOTIT QYHKIIOHYBaHHSI MEPEeXi; BU3HAYCHHS MapaMeTpiB €IeMEHTIB 1 3B’s3KiB (3aco0iB
JIOCTaBKH BaHTaXiB); OaraTOKpHTepiabHOI OIIHKA Ta BHOOpPY HaWKpamoro BapiaHTy IOOYZOBH Mepexi. 3alpOorOHOBaHO
MaTeMaTHYHy MOJelb 3arajbHOl 3ajadi ONTHMi3amii Mepexi 3a ITOKa3HHKaMH EKOHOMIYHOCTI, ONEepaTHBHOCTi, HaJiHHOCTI Ta
XKHUBYJOCTI. s y3ro/pKkeHHs B3a€MOIi MK aBTOMAaTHYHAMH U IHTEPaKTHBHUMH ITIPOIEAypaMy ONTHMI3alii Mepex 3alpoIlOHOBAHO
BUKOPUCTAaTH KOMOIHOBaHMH METOJ paHXyBaHHS BapiaHTIB, SKWI I0O3BOJSE BHU3HAYATH Ta KOPEKTHO CKOPOYYBATH MiIMHOXHH
epekTHBHUX BapiaHTiB st pamkyBanus OIIP. [lns peamizauii Metomy po3poGiieHO MaTeMaTHdHI MOZeNni 3agad MpoLesypu
pamKyBaHHS BapiaHTIB B TEXHOJOTIAX MIATPUMKHU MPUHHATTS NPOEKTHHUX PillleHb, SKi TO3BOJIAIOTH 00’ €JHATH MepeBaru TEXHOJIOTIH
OPAMHAIICTUYHOTO Ta KapAHHAIICTHYHOTO MinxoAiB. BucHOBKH. Po3po0bieHuil KOMIUIEKC MaTeMaTH4YHUX MOJENCH PO3LIMPIOE
METOOJIOTIUHI 3acald aBTOMATH3allii MpOLECiB MATPUMKH OaraTOKpHUTEpialbHUX pILIEHb 3 ONTHMI3allil JOTICTUYHHX MEPEK,
JI03BOJISIE 3/1IHCHIOBATH  KOPEKTHE CKOPOUYCHHS MHOXXHHU ©(QEeKTHBHUX BapiaHTIB X MOOYZOBM IUII OCTaTOYHOIO BHOOpY 3
ypaxyBaHHSIM (DaKTOpIB, IO BAXKO MHimmaroTeest Gopmanizamii, 3HaHb i gocBigy OITP. IIpakTHuHe BHKOPHCTaHHS 3aIpONOHOBAHUX
MaTeMaTHIHUX MOJeNel 1 Mpouexyp JO3BOJHUTH CKOPOUYYBaTH 4YacOBY Il €MHICHY CKJIQJHOCTI TEXHOJOTIH HMiITPUMKH HMPUHHATTS
pilleHs, a 3a paxXyHOK BHKOPHCTAaHHS 3allpONOHOBAHUX INPOIEAYp BiAOOPY BapiaHTIB — IIABHIIUTH iX SKICTh 3a BCIEI0 MHOXXHHOIO
(YHKLIOHAIFHO-BAPTICHUX MOKA3HUKIB.

KuirouoBi ciioBa: joricTiyHa Mepeka, ONTHMIi3allis; OaraToKpuTepiaibHe OLHIOBaHHS; €()EKTUBHMI BapiaHT; MiIATPUMKA
MPUNAHSTTS pillleHb.

MATEMATHYECKHUE MOJEJIA HOAAEPKKU ITPUHATUSA PEI{IEHI/Iﬁ B
SAJAYAX OITUMM3BALIUU TOTHCTHYECKUX CETEHU

IIpenmeToM mcCIeOBaHUA B CTaThe SBIAETCSA MPOIECC MOANEPKKM HMPUHATHS PEIICHUH B 3a[adaX ONTHMHU3ALUH JOTUCTHYECKUX
cereif. Ileanb paboTel — pa3paboTka KOMIUIEKCa MaTeMaTHYeCKHX MoJeled 3aJad ONTHMHU3AlUM JIOTHCTHYECKHX ceTeil Uit
MOBBIICHUST S(Q(EKTHBHOCTH CUCTEM HOANCPKKH NPHHATHS pEIICHWH IIyTeM COIJIAaCOBAaHMS B3aMMOACHCTBHUS MEXIY
aBTOMAaTUYECKUMH M MHTEPaKTUBHBIMU MpOLEAYpPaMH CHCTEM aBTOMAaTH3MPOBAaHHOTO IIPOEKTHpOBaHMS. B craThe pemarorcs
ClleyIoIue 3agaun: 0030p U aHAJIM3 COBPEMEHHOT'O COCTOSIHUS POOJIEMBI ITOIEPIKKU TIPHHSTHUS PEIIeHHH B 3a/1a4axX ONTUMH3AINN
JIOTUCTUYECKUX CeTeH; MEKOMIO3UIHUS IPOOIEMbI IMOJJICPKKU INPHHATHS PEUIeHHH 10 ONTUMH3AIWK JIOTUCTHYECKUX CeTeH;
pa3paboTKa MaTeMaTH4ecKoi Mopenu oOmeHd 3a7addl ONTHMHU3ALUK CETH II0 IOKA3aTesiM SKOHOMHYHOCTH, OIEPAaTHBHOCTH,
HaJEKHOCTH U KUBYYECTH; pa3pabOTKa KOMIUIEKCA MaTeMaTHIECKHX MOJENeH TEeXHOJIOTHH KOPPEKTHOTO COKPAIIECHHS MHOXKECTBA
3¢ }eKTHBHBIX BapHAHTOB IOCTPOCHUS JOTHUCTHYECKHX CeTeH UIT OKOHYATENbHOTO BBIOOPA C y4eTOM TPYAHO(POPMAIH3yeMBIX
(axTOpOB, 3HAHUI W OMBITA JUIa, NpuHUMaroniero pemenus (JI[IP). Mcmons3yrores cneayromue MeToAbl: TEOPUU CHCTEM, TCOPHH
TIOJIE3HOCTH, ONTHMU3ALMN M HUCCIENOBaHMs omepanuil. Pe3ysbTaThl. AHAIN3 COBPEMEHHOTO COCTOSIHHUS MPOOJIEMBI ONTHMH3ALMN
JIOTHCTUYECKUX CEeTeH IMO3BOJIMJ YCTAaHOBHUTH CYIIECTBOBAHHE IPOOIEMBI KOPPEKTHOTO COKPAIIEHUS ITOJAMHOXKeCTBa 3P (EKTHBHBIX
BapUaHTOB MX MOCTPOCHUS ISl PAH)KUPOBAHHMS C YUETOM TPYAHO IOJIAIONIMXCS (hopMaIu3ayi GpakTopoB, a TaKKe 3HAHUH U OIbITa
JITIP. BeimonHeHa JeKOMITO3HULMS MpOOJIeMBI Ha 3aJauy: ONpEleiIeHHs] NPHHIMIOB ITOCTPOSHHSI CETH; BBHIOOpPA CTPYKTYpHI CETH;
OTIpEIENCHNE TOMOIOTHH 3JI€MEHTOB CETH; BBIOOpA TEXHOJIOTHU (PyHKIIMOHUPOBAHUS CETH; ONPEICICHHs ITapaMeTPOB 3JIEMEHTOB U
cBsI3el (CPEACTB JOCTABKH IPYy30B); MHOTOKPUTEPHATHHON OIEHKH M BEIOOpA HAWIYYIIEro BapHaHTa MMOCTPOSHUs ceTH. [Ipemokena
MaTeMaTHdecKas MOJeNb OOmel 3aJaudl ONTHMH3AIMK CeTH IO MOKa3aTeNlsiM 3KOHOMHYHOCTH, ONEPATHBHOCTH, HANEKHOCTH U
XKHUBYydecTH. I coriacoBaHMs B3aMMOAEHCTBHS MEXIy aBTOMAaTHIECKHMH M MHTEPAKTHBHBIMH IPOIEyPaMH ONTHMH3AINN CeTeH
MIPE/UTOKEHO HCIIONIb30BaTh KOMOWHHUPOBAaHHBIA METOJ] PAH)KUPOBAaHMS BapUAHTOB, IO3BOJLIIOMINIT ONpENeNsTh U KOPPEKTHO
COKpaIiaTh IOAMHOXECTBO J(G(EKTHBHBIX BapuaHTOB s pamwkupoBanus JIIIP. [lns peanuszammum MeTtonma pa3paboTaHBI
MaTeMaTH4YecKue MOJIEIH 3a/1ad MIPOLEeyphl PAHXKUPOBAHUS BapUAHTOB B TEXHOJIOTUSAX MOJAEPKKU IPUHITUS NPOEKTHBIX PELLICHUH,
MO3BOJISIIOIIMX OOBEIUHUTh TNPEUMYIIECTBA TEXHOJOTHH OPIMHAIMCTHYECKOT0 W KapIHHAIMCTHYECKOTO IOJXO0A0B. BHIBOABI.
Pa3paboTaHHBI KOMIUIEKC MAaTeMaTHYeCKHX MOJENeH pacIIMpseT METOJOJIOTHYECKHe OCHOBBI aBTOMATH3aIlMH IIPOLECCOB
MOAJIEP’)KKH MHOTOKPHTEPHANBHBIX PENICHHH I10 ONTHMHU3AIUH JIOTHCTHYECKHX CETeH, ITO3BOJISET OCYIIECTBISATH KOPPEKTHOE
COKpAIIeHHe MHOXKeCTBa 3((EKTHBHBIX BAPHAHTOB MX IOCTPOEHHMS Ui OKOHYATEIEHOTO BHIOOpA C YyIETOM TPYJHO MOIJAIOMINXCS
¢dopmammzanun ¢akropos, 3HaHUH U onbiTa JI[IP. [IpakTHueckoe MCMOIb30BaHUE MPEATIOKEHHBIX MOJENEH W MPOIEayp MO3BOJIHT
COKpalllaThb BPEMEHHYI0 M EMKOCTHYIO CJIOXHOCTH TEXHOJIOTMH IOANEPKKM HPUHATUS pEIHIeHUH, a 3a CUeT MCIOJIb30BaHUA
MIPE/UTOKEHHBIX TIPOLEAYp OTOOpa BAapHAHTOB — IOBBICUTH MX KadeCTBO IO BCEMY MHOXECTBY (DYHKIIMOHAILHO-CTOMMOCTHBIX
MOKa3aTenen.

KunroueBbie cjioBa: joructuyeckas ceTh; ONTHMH3ALMS; MHOTOKpUTEpHAIbHAasl OleHKa; 2P (eKTHBHBIH BapHaHT; IMOAEPKKa
MIPUHSTHS PEILICHUH.
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