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METHODS OF MANAGING TRAFFIC DISTRIBUTION IN INFORMATION AND
COMMUNICATION NETWORKS OF CRITICAL INFRASTRUCTURE SYSTEMS

The subject matter of the article is information and communication networks (ICN) of critical infrastructure systems (CIS). The goal
of the work is to create methods for managing the data flows and resources of the ICN of CIS to improve the efficiency of information
processing. The following tasks were solved in the article: the data flow model of multi-level ICN structure was developed, the
method of adaptive distribution of data flows was developed, the method of network resource assignment to multi-server nodes was
developed. The following methods used are —methods of mathematical statistics for random processes, the theory of queuing systems,
methods of optimization theory and operations research. The following results were obtained — the principles of managing the
distribution of network traffic in the ICN of CIS were formulated and the practical requirements arising in the efficiency of data
transmission were determined. The possible approaches to the formulation and solution of the listed problems were suggested
according to the developed general approach to network management. The multi-level information structure was investigated. The
mathematical model of data flows of a multilevel information structure of the network was developed; it has a three-level unstratified
structure and consists of a number of subnets and groups of nodes. The method for adaptive management of data flows distribution
was developed; this method includes the stratified two-level management which is based on the development of a multidimensional
space of the network state and management parameters taking into account user activities. The management is carried out at the first
level by setting the basic parameters of the network, at the second — by operational management with constant basic parameters. The
method for distributing the resources of a multi-server information processing node was developed, as server systems are considered
as a set of single-line queuing systems and information about the distribution of the bandwidth of communication channels is used.
Conclusions: using the method of the adaptive management of traffic distribution enables reducing the time for processing system
transactions and total costs for maintenance. The use of the method resource distribution of the server node in the course of re-

engineering CIS processes minimizes the costs of servicing the data flows.
Keywords: information and communication network, critical infrastructure system, traffic distribution, multi-server node, data

flows.

Introduction

At the current stage of the development of critical
infrastructure systems (CIS), changes in management are
due to such factors as updating technical equipment,
expanding the territorial scope, increasing the dynamics of
the implementation of functional tasks, changing their
nature and content, new technological modes of operation.
In order to provide information exchange in the course of
CIS operation, a single information and communication
network is developed and the system of the
communication and automation gradually transform to the
update digital means of transmission and processing of
information, to the automation of management processes
[1].

Nowadays, the systems of critical infrastructure are
characterized by the high intensity of data flows in the
management process and the requirements for the
efficiency of management, timely decision making and
bringing to the executors of solutions and tasks are
constantly rising [2]. In the distributed information and
communication network (DICN), it is difficult to provide
the required response time very difficult because of the
high intensity and variety of data flows as well as due to
the need to search data in large-scale repositories and
databases, the complex interaction of distributed
applications, the low speed of communication lines, the
declaration of non-homogeneous components interaction
among various ICN subnets.

The main advantages of many control systems —
universality and multifunctionality quite often become the
main disadvantages in CIS as the specifics of the work of
the system which requires appropriate network settings
and methods of managing should be taken into
consideration [3].

According to the mentioned above, the development
of the methods of managing the distribution of the
network traffic that are aimed at solving a given set of
applied tasks and at ensuring the CIS required security
within the ICN environment is of primary importance.

The analysis of the problem and available methods

While upgrading the ICN of CIS, particular attention
is paid to increasing the bandwidth of channels and
communication lines and finding new technical solutions
that enable improving the characteristics of management
processes [4].

However, a feature of many multiservice ICNs is the
specific fluctuation profiles of the data flow traffic, so the
ICN potential can be fully implemented only due to the
efficient adaptive management of available network
resources under growing requirements for the speed of
information exchange.

At present, much attention is paid to the study and
development of methods for building information and
telecommunication networks and distributed information
systems [5]. Data flows in present ICNs are characterized
by heterogeneity and significant spread of parameters,
which is caused by their multiservice nature, the various
formats of data obtained from different sources.

Statistical analysis, mathematical modelling, static
and dynamic analysis of sources and data flows are used
for analyzing data flows and determining their parameters

[6].

However, modelling of data flows should be based
on the study of the information structure of the network.
This enables the efficient use of network resources,
ensuring compliance with the requirements for the
reliability and speed of information processing. One of the
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most promising directions for the development of methods
for ICN building is the use of adaptive control methods

[7].

At present, the task of studying, analyzing and
modelling data flows that arise in the process of operation
and interoperability of applications in a network is not
formalized and requires developing the models that reflect
the information and technical structure of the network and
data flows available in ICN.

Traffic distribution management involves using both
standard methods and algorithms of traffic management
and the ones developed by users. These methods are
linked with the optimization of the network performance
which includes technology and scientific principles of
measurement, modelling, describing and managing traffic
to obtain the required performance characteristics [8].
Traffic management focuses on minimizing the loss of
packets and delays, optimizing the bandwidth and
agreement of the best service level.

The central function of traffic management is
efficient management of bandwidth due to the optimal
assignment of traffic to switching nodes. At present,
different methods of traffic management are used in CIS.
Most of them assume the possibility of external
parametrization, that is, the transmission of traffic
parameters directly to used control algorithms. Some

Table 1. Basic methods of redistribution of the network resources

methods, such as, for example, the method of
multiprotocol label switching of packets allow the
modification or replacement of management algorithms
that are a part of the management technology that is being
implemented [9].

In present ICNs, a user can modify the software that
controls the data transmission activity (DTA) at two levels
of data flow management.

The lower level of management involves using
management algorithms where the estimates for the DTA
parameters obtained due to the methods that take into
account the features of the data flows are transmitted. To
obtain the estimates of the DTA parameters at this level,
the following methods can be used [10, 11]:

- the method for estimating the size of the filtering
buffers of the communication equipment;

- the method for synthesizing the stable estimation
of the function of the traffic distribution density;

- the methods for managing the redistribution of
virtual connection bandwidth taking into account priorities
and competition among integral data streams.

The consistent application of the methods mentioned
above as well as similar ones enable obtaining the
estimates of traffic control parameters. The analyzed
methods of the traffic distribution are summarized in
Table 1.

characteristics.

Methods Peculiarities Advantages Disadvantages
Method of statistical | implement the technology and | smooth the profile of | do not take into account the
multiplexing scientific principles of | data flows traffic properties of traffic, as when
The method of smoothing the | measurement, modelling, the peak values of data density
data flow density description and management of occur, their commencement and
traffic to obtain the required short duration cannot be taken

into account

Method of assessing the size of
the filtering buffers of the
communication equipment

selects the optimal size of filter
buffers for integral data flows that
are served by a virtual channel.

enables increasing the | are not used for traffic
bandwidth of virtual | management at the upper level
channels of management (to govern the

The method of synthesis of a
stable estimation of the function
of density of traffic distribution

data

analyzes the integral flow of fractal

enables getting | access when receiving a query
adequate assessment | for data transfer)
of control parameters

Methods for managing the
redistribution of virtual
connection bandwidth

the bandwidth

is used while dynamic reserving

takes into account
priorities and
competition  among

integral data flows

Methods of traffic management should take into
account the features of the management of hierarchical
systems and be based on the following principles of traffic
distribution management [12]:

- the principle of decomposition;

-the principle of coordinating subnetworks
operation;

- the principle of correlation the objectives of subnet
management.

The traffic management includes a set of
interconnected network elements, the system of

monitoring the network state, a set of means for managing
the configuration as a response to the current state of the
network, and enables taking actions that prevent unwanted
future states using the prediction of the state and trends of
traffic development.

The goal of the article is to develop the methods of
managing the flows and resources of CIS ICN to increase

the speed of data processing. The article solves the
following tasks:

- creating the model of data flows of the ICN
multilevel structure,

- developing the method of adaptive distribution of
data flows,

- developing the method for distributing network
resources for a multi-server node.

Solving the task

Information and communicative networks have a
multi-level structure according to CIS [13]. Let us
consider the network aggregated at three levels (fig. 1):

- nodes assigned to the system users;

- groups of nodes that correspond to functional
tasks;
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- subnetworks that correspond to the system

subsystems.

(2 level) subnetworks

(0 level) network nodes

Fig. 1. Generalized diagram of the stratified ICN information
structure

The main characteristics of this structure are the
total density of data flows at each level and the
absorbance between the levels (table 2).

Table 2. The parameters of data flows of a three-level stratified
structure of ICN

Parameters The structure level Designation
total density of | first (groups of Ay
data flows nodes)
second *
(subnetworks) Ao A G
total density of | first 4 A C
data flows in the
middle of | second 4 A, C,
subnetwork
absorbance first 6, G
second ¢, C,

To determine these characteristics, the model of the
data flows of a multi-level information structure of the
network is suggested.

Let us suppose that all network nodes are divided

into k1 groups (group number n =1k, ). Each group
number n is given by the column vector

T
Gn = Gnures Cniren Gt
1, if the node i is part of the group n

where D= ,
i {O, if the node i is not part of the group n

t K
chni 21, chni =1.
i=1 n=1

The matrix that groups the network nodes C;=||cy, |
from the column vectors ¢;,,. The total densities of data
flows that are transmitted among the network nodes while
solving all the tasks are determined by the matrix
A= "ocij || where oy is the total density of data flows

from the node i to the node j:
The densities of data flows among the groups can be
calculated:

4 G =|ayl=ca ¢ ",

where ay; is the total density of data flows between the

i-th group of nodes and the j-th group of nodes of the
network information structure:

t t
Aij = chjk chirark .
k=1 r=1

The density of data flows of one task among the
groups can be calculated. Thus, for the kth task

4 G :”a’lkij”:ClAk G "

where a; is the total density of data flows of the kth

task between the rth group of nodes and the j-th group of
nodes of the network information structure

t t
Aij = chjmzclirakrm
m=1 r=1

The obtained results enable assessing the data flows,
respectively, loading the ICN structure-forming
equipment at the first level in general and the flows of
each task.

For the second level of the structure, the matrix that
divides the first level groups into groups of the second
level can be defined in the same way as well as the density
of data flows among the groups of the second level and
the density of the data flows of one task among the groups
of the second level.

The total density of data flows in the network of the
first level nodes:

t t

AIO = Z Zau .

i=1 j=1

The total density of the data flows in the middle of
the first level groups

Ky
4 A G =) ay,
i1

where A; C, is the total density of data flows that are

transmitted only in the middle of the first level groups.
The total density of data flows at the second level:

ko kg

* kl
Ay AL € = Z zalij - Zalii )
i=1

i=1 j=1

the density of data flows in the middle of the second level
groups:

kg
4, A, G, :ZaZii'
i=1

As a measure of the structure efficiency, the
absorbance of the data flows densities at each level is
used. The absorbance for the first level:
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AI Al Cl

(] =
AlO Al Cl

C ,0< o< 1.

The absorbance for the second level:
A; A2 C2

6, C, =—— > 2
? ? A20 A2 C2

, 0< o, <1.

The obtained result enables calculating the density
of the data flows among the nodes within the group as
well as the exchange of data among subnets to determine
the load of communication channels and network
equipment.

After the synthesis of the network structure, the task
of managing traffic should be solved. The following
factors that affect data flows in information and
communication networks for loading communication
channels and network equipment are as follows [14]:

- assigning system applications to the network
nodes;

- assigning users to the network nodes;

-the density of queries flows
applications (tasks);

for running

- the structure of the network which specifies
communication channels within the network equipment
and the assignment of workstations and servers to the
network equipment;
the values of bandwidths of communication
channels that are used in the network;

- the bandwidth of network equipment;

- the distribution of bandwidth of communication
channels among individual tasks (task groups);

- routing data flows on the network.

However, the density of the queries flows, the
composition of the users and the composition of the tasks
can change over time, in addition, with the development
of the network, the composition of the equipment and its
parameters changes, that is, the basic parameters of the
network change. All this causes the need for correction or
change of control parameters of the network to achieve the
necessary efficiency of its operation. The required values
of performance indicators of the network related to the
solution of applications should be provided [15]. To solve
the given task, the method of adaptive management of
data flows distribution is suggested; this method includes
the following stages (fig. 2):

Network input parameters of

network nodes assignment the rate
structure . .
equipment to nodes of queries flows
Parameters changeable in time
the rate
lows composition comPOS"'O" of queries flows
and parameters of of users composition
equipment

of tasks

sizes of
bandwidths

Method input data

vectors of
data flows
characteristics

a number
of data flows

types

\j \

The stages of the method of adaptive management of data flows distribution

Determlnln Assessmg etermlnlng the Solvmg

the channels costs related probabilities of the tasks of
with to the flow minimizing total

insufficient bandwidth availability / costs for

bandwidth deviation unavailability servicing

M v

Fig. 2. The diagram of the method of adaptive management of data flows distribution

Determining the channels with insufficient
bandwidth.
The bandwidth if not sufficient to meet the

requirements of all types of flows, if

X
S o <05,
k=1

where o, is the bandwidth of the kth type; oy is the

general bandwidth of the communication channel; x is a
number of flows types.

2. Assessing the costs related to the deviation of the
bandwidth of the flow of k-th-type p, from the required
Gy -

The value of the costs related to the deviation of the
distributed one is determined as:

dy (a

= -b) o —y +by

where a, >0 is the amount of the penalty for the

downward deviation per a nominal unit;
b, > 0 is the amount of the extra pay for a nominal unit

Sk Ok M Kk~ Mg
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of a greater bandwidth;

1if (o, — 1) 20

8, o, —1, =
kO He {O,if(ck—uk)<0'

Then, the total amount of costs for servicing the
flows is:

S abGHpg =
%
=Z Pk o — Mk O (a —Dby) o —w +b +aebepy
k=1

where @a= a, ib= b are the vectors of costs

factors;
G = oy isthe vector of set values of bandwidths;
n= p, the vector of values of actual bandwidths;
P = p¢ Iisthe vector of the probability of the fact

the given flow is transmitted via the channel,;
g = q, is the vector of the probability of the fact

the given flow is not transmitted via the channel.

And the density of the flow of the kth type v, = o, .

3. Calculating the probability of flow availability
/unavailability.

Let the interval duration when the flow enters the
channel (¢, ) and the duration of the interval when the
flow does not enter the channel (v, ) be random values

with the distribution functions Fo, ® i Fo (t) . Then the

probabilities of the fact that the flows of the kth type is
available or is not available in the channel are determined
as:

Vl(pk Vl\llk

by = and g = ——%—.
Vl(pk + Vl\yk Vl(pk + Vl\uk
4. Calculating the task of minimizing total costs for
servicing.
The value p *should be found, when

S a,b,5,0*,p.g =minS a,b,5,mp.q

=i

and the constraints are met:

X X
lek SGz, ZGk >02'
k=1 k=1

The developed method enables taking into
consideration the probable change of requirements of
applied tasks or users’ activity for various types of
communication channels so that total costs for data
transmission can be changed. When the CIS processes are
re-engineered, a number of users can be increased as well
as the densities of the flows of queries for completing
tasks [16]. Taking into consideration that the centralized
methods of data processing and storing are used
in CIS, the method of distributing network resources
in a multi-server mode is developed (fig. 3).

System épplications

1. Determining

server 1

characteristics for

tasks servicing

Y

2. Calculating
generalized,

average node
characteristics

4

3. Calculating costs related to idle
queueing and costs related to servers idle
waiting @(N, P, 4)

4. Solving the tasks of
optimal managing the
distribution of the node
resources: to derive the
probability matrix of requests
for running the application j
on servers so that
@(N, P, A)—min

Limitation: probable
values of flows rates

in — the rate of queries
flows

2 -l
Servers ’/’7\n, Bn, tn, pn - node\\‘
A characteristics ~ /

Input data:
- a number of tasks,
- a number of applications,
- a number of servers,
- a set of applications and tasks,
- matrices of data flows rates,
- a set of costs weight factors

Fig. 3. The sequence of stages of the method of distributing resources of a multi-server data processing node
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The method comprises the following stages:
1. Determining the server characteristics.
The densities of queries flows for completing the ith

application, the vector A = %; , i= 1,d is created. The
matrix of the probability of the query for running the
application i on the server n are determined as P = | p,,|

The value of the operational duration of i application on
the nth server dn is a random value with the distribution
function Fni(t). A bunch of single-line queueing systems
of M/g/1/ type can be considered as a model of the
system of servers. The density of queries flows for
running the ith application that is fed to the input of the
nth queueing system is determined as:

i:m,n:ﬁ.

2. Calculating total and average characteristics.

Such characteristics are calculated as:

- the density of the total flow of queries to the nth
Server:

7\'in = i Pin>»

d d —
ka Z}‘q Pin» In.

i=1 i=1

- the probability of the fact that the query from the
queue to the n-th server will the query of the ith
application:

Go =22, n-Tn.

- the function of distributing the duration of
processing the random query on the nth server:

d
= Zqinﬁni (s), n=

Bn(s) In,
i=1
Bni (S) = Ie_SIani (t)
where
- is the average time for waiting for a query in the
queue:

AnVZn

T i — :ﬁl
"21-A,vy,

vy, = jtan(t) <D vy, = [tPdR, (1) < o
0 0
— is the probability of the server idle waiting:

Pon =1-Apvyp, N=1m

3. Calculating the costs related to the queries idle
queueing:

n
F NPA =3 oty +ByPon
n=1
where o, i B, are penalties for query queueing and nth

server idle waiting.
4. Solving the optimization task with the target
function:

1
F N,PSA =min) a,t, P,A +B,pg, P.A
n=1

under the constraints:

n

> P =Lield;
n=1
Zpin =1,n€ﬁ;
i=1

Anvln <ln=l—ﬂn
Pin = Pipi =1d,n=1mn,

where p;, is the elements of the Boolean matrix that
determine queries for servicing by particular servers.

Conclusions

The principles of managing the distribution of
network traffic in CIS ICN are formulated and the
practical requirements for the speed of data transmission
are defined. The probabilities of applying the general
principles of managing a complex system are determined

The goals and objectives of traffic management with
the account of the specificity of applied CIS tasks
operation and the requirements for the characteristics of
their operation are considered. Possible approaches to the
formulation and solution of the listed tasks in accordance
with the developed general approach to the network
management are emphasized.

The multi-level information structure was studied.
The research enabled setting the rule of storing flows
when transmitting data within each level of the structure.
This rule allows the nodes to be grouped while
synthesizing the structure of the network taking into
account the capabilities of the network equipment. The
mathematical model of data flows of a multi-level
information network structure which has a three-level
stratified structure and consists of a number of subnets and
groups of nodes is developed. The densities of data flows
among the nodes within a group can be calculated on the
basis of this model and the data exchange among the
subnets can be analyzed in order to determine the loading
of communication channels and the network equipment of
the CIS ICN.

The method of adaptive management of the
distribution of data flows is developed, this method
involves stratified two-level management which is based
on the development of a multidimensional space of the
network state and control parameters taking into account
the activities of users. The use of this method enables
reducing the time for processing system transactions and
the total costs for servicing. The management is carried
out at the first level by debugging the basic parameters of
the network and on the second level — by the operational
control when the basic parameters are constant. Reducing
The time of transaction processing is reduced because of
the decomposition of the network structure in the course
of operational management of traffic distribution.
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The method for distributing resources of a multi- bandwidth of communication channels is used. The
server data processing node is developed due to the fact application of the method minimizes the costs for
that server systems are considered as a set of one-line  servicing data flows while reengineering CIS processes.
queueing systems and information about distributing the
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METO/IA YIIPABJITHHSI PO3HOJALIOM TPA®IKY B ITHOOKOMYHIKAIIMHAX
MEPEXAX CUCTEM KPUTUYHOI IHOPACTPYKTYPHU

IIpeqveToM moCTiKeHHS B CTATTI € iHQOKOMYHIKaWiitHI MepexXi CHCTeM KpUTHYHOI iHppacTpykTypu. MeTa poGOTH — CTBOpPEHHS
METOJIIB YIPAaBIiHHA MOTOKamu AaHux Ta pecypcamu IKM CKI ans migBumieHHS omepaTWBHOCTI 0OpoOku iH(opmarii. B craTti
BUPIIIYIOTECS. HACTYIHI 3aBAaHHS: (OpMyBaHHS MOJeNi IOTOKIB maHMX OararopiBHeBoi cTpykTypu IKM, po3pobka meromy
aJanTHBHOIO PO3MOALIY iH(GOPMALIHHUX MMOTOKIB, pO3pO0OKa METOAY PO3MOLiNY pecypciB Mepexi A 0araTocepBEPHOrO By3Jja.
BHUKOPHCTOBYIOTBCS Taki MeTOAM: METOIH MAaTeMaTHYHOI CTaTUCTHKH JUI BHIIQJIKOBHX IIPOILIECIB, TEOPis CHCTEM MAacoBOTO
00CIyroByBaHHs, METOIW TeOpil ONTUMI3alii Ta AOCHipKeHHS omepamid. OTpHMaHO HACTYHHI pe3yJbTaTH: CHOpMYJIbOBaHI
MIPUHIMIIK YOPaBIiHHSA po3nofiioM MmepexkeBoro Tpadika B IKM CKI Ta BH3HaYeHO NPaKTUYHI BUMOTH, IO BHHUKAIOTH [0
OTIEPAaTUBHOCTI Tiepenadi AaHuX. [loka3zaHi MOMKIIUBI MiJXOIU IO MOCTAHOBKH 1 BUPILICHHS MEpPEepPaxOBaHUX 3aBlaHb BIIMOBIIHO 0
PO3pOOIIEHOT0 3aralbHOTO IMIAXOAY O YIpaBliHHsA Mepexero. JlocmimkeHna GararopiBHeBa iHpopMaliiiHa cTpykrypa. Po3pobieHo
MaTeMaTH4YHy MOJeNb HMOTOKIB JaHWX OaraTopiBHeBOi iH(pOpMaLiiiHOI CTPYKTYpH Mepexi, ska Ma€ TPHPIBHEBY CTpaTH(iKOBaHY
CTPYKTYpY 1 CKIagaeTbcsi 3 psiiy MiOIMEpex Ta Tpym BysiiB. Po3po0ieHO MeTox aJanTHBHOTO YIPABIIHHS PO3IOILIOM
iHpopMaLIHHUX TMOTOKIB JaHWX, SKUH mepembadae crpaTH(ikoBaHE IBOPIBHEBE YIPABIIHHA, KOTpe 0a3yeTbcs Ha (HOpMyBaHHI
0araToBMMIpHOTO MPOCTOPY CTaHIB MEpEeXi Ta MapaMeTpiB YIPaBIiHHSA 3 BpaxyBaHHSIM aKTHBHOCTI KOPHUCTYBadiB. YTPaBIiHHSI
3/IIMCHIOETHCS HA MEPIIOMY PiBHI HUISXOM HaJIaro/PKEHHS 0a30BHX IMapaMeTpiB Mepeki, Ha APYroMy — ONEPATUBHUM YIPABIIHHIM
MpH TOCTiMHMX 0a30BUX mapamerpax. Po3pobieHo MeTox posmofiny pecypciB OaratocepBepHOro By3na 0O0poOku iH(opmarii,
LUIIXOM TOTO, IO CHCTEMH CEpBEpiB PO3IIANAIOTHCS SIK CYKYIHICTh OIHOJMIHIHMX CHCTEM MacoBOTO OOCIIyrOBYBaHHS Ta
BUKOPHUCTOBYETHCS iH(OpMAIlsl OO0 PO3MOIUTY CMYrHM IPONMYCKaHHS KaHAIB 3B’s3Ky. BHCHOBKH: 3acTOCYBaHHS MeETOXIy
aJaNTUBHOTO YIPABIIHHS PO3NOAITOM Tpadiky I03BOJsIE 3MEHIINTH Yac OOpOOKHM CHCTEMHHX TpPAH3aKIii Ta CyMapHy BapTiCTh
BUTPAT Ha 0OCIYrOBYBaHHS. 3aCTOCYBaHHS METOJY PO3IMOJILTY PECYpCiB OaraTo CEpBEPHOIO By3Jia Iijl Yac pEiHKUHIPUHTY MPOIIECIB
CKI MiHIMI3y€e BUTpATH Ha 0OCIYroBYBaHHS iH(GOPMAIIHHIX ITOTOKIB.

Kniouosi cioBa: iHQokOoMyHiKaliiiHa Mepeka, CHCTEMH KPUTHYHOI iHQPACTPYKTypH, po3momiil Tpadiky, OaratocepBepHHUI
BY30J1, TOTOKH JIaHUX.

METO/ibl YIIPABJIEHUA PACIIPENEJTEHUEM TPA®UKA B
NHOOKOMMYHUKALIMOHHBIX CETAX CUCTEM KPUTHNYECKOU
NHOPACTPYKTYPbI

IIpeameToM wccienoBaHus B CTAaThe SBISICTCS MH(MOKOMMYHHKAIIMOHHBIC CETH CHUCTEM KpPUTHYECKOH HHOpacTpykTypbl. Llean
paboTHI - CO3AaHNE METOJIOB YIPAaBJICHHUS MOTOKaMH AaHHBIX u pecypcamu KM CKU mist moBbImeHHsT ONepaTHBHOCTH 00paboTKH
nHpOpMaH. B crartbe pemaroTcs cremyronipe 3agad: (GOpMHpPOBaHHE MOIETH MOTOKOB JAHHBIX MHOTOYPOBHEBOH CTPYKTYpPBI
HKM, pa3paboTka MeTo[a alalTUBHOTO pacipeae’eHusi HHGOPMaIMOHHBIX TTOTOKOB, pa3padoTKa METOJa pacIIpeIeNICHHsT PECYPCOB
CeTH I MHOTOCEPBEPHBIX y3ia. VICTONB3yloTes CIeyrolnue MeTOAbI: METOIbl MaTeMaTHYECKOH CTATUCTUKU U CIyYalfHBIX
MPOIIECCOB, TECOPHsI CHCTEM MACCOBOTO OOCTY)KHBAHHs, METOJbl TCOPUHM ONTHMHU3AIMHM U HCCIIeAOoBaHUs omnepanuii. [TomydeHs
CIeAyIOne Pe3yJabTaThl: CHOPMYIMPOBAHBI TPUHIHUIBI YIPaBICHUS pacmpenesneHueM cereBoro tpaduka B MKM CKU wu
OTIpEIeNICHbI MPAKTHUECKHE TPeOOBAHUS, BO3HHUKAIOIINE B ONMEPATHBHOCTH Mepeiaun JaHHbIX. [1oka3aHbl BO3MOXHBIC TOAXOBI K
IOCTAHOBKE M PELICHUIO IEPEUMCICHHBIX 3a/ad B COOTBETCTBHM C pa3pabOTaHHBIM OOLIEro IMOAX0Ja K YNPABICHUIO CETHIO.
UccnenoBana MHOroypoBHeBas HH(GOpPMAIMOHHAs CTPyKTypa. Pa3paboTaHa wmaTemaruueckas MOJEiIb IOTOKOB JaHHBIX
MHOTOYPOBHEBOI MH(OPMAIIMOHHON CTPYKTYPBI CETH, UMEET TPEXYPOBHEBYIO HECTPATH(QHIMPOBAHHYIO CTPYKTYPY H COCTOHUT U3
psina mojacerei u rpymm y3ioB. PazpaboTaH MeTO ] afanTHBHOTO YIIPABJICHUS paclpeelicHneM HH()OPMAIIMOHHBIX TOTOKOB JTAaHHBIX,
MIPEIyCMATPUBAIOIINI CTPaTU(PHUIINPOBAHO JBYXYPOBHEBOE YIIpaBICHUE, KOTOpoe Oazupyercss Ha (OPMHUPOBAHUU MHOTOMEPHOTO
MIPOCTPAHCTBA COCTOSHHUI CETH U MapaMeTPOB YIPABICHUS C yIETOM aKTHBHOCTH MOJb30BaTeel. YpaBlIeHHE OCYIIECTBISETCS Ha
NEPBOM YPOBHE NYTEM HaJIaXXKUBaHUA 6a3031>1x mapaMeTpoB CE€TH, Ha BTOPOM - OIICPATHBHBIM YIPABJICHUEM IPHU MOCTOAHHBIX
0a30BBIX Mapamerpax. PazpaboTaH MeTo pacmpeae/icHus PeCypcoB MHOTOCEPBEPHOTO y3ia 00paboTKu MH(POPMAIIHH, IYTEM TOTO,
YTO CHUCTEMBI CEPBEPOB pacCMATPUBAKOTCA KaK COBOKYIHOCTHb OHHOHMHeﬁHbIX CUCTEM MACCOBOTO O6CJ'Iy)KI/lBaHI/I$[ N HUCIIOJIB3YCTCs
uH(OpMaIMsA O paclpeeleHuH MOJO0CHl NMPOMYCKaHUs KaHAJIOB CBA3U. BBIBOABI: MpUMEHEHHE METoJa aJalTUBHOIO YIpPaBJICHHS
pacrpeneneHueM Tpaduka MO3BOJIIET YMEHBIIUTH BpeMsi 0OpaOOTKM CHCTEMHBIX TPAaH3aKIUH M CyMMapHYIO CTOMMOCTH 3aTpar Ha
obciyxuBanue. [IpuMeHeHHe MeTo/la paclpeleNieHns PEeCypCcoB CEpBEPHOrO y3lia B Xoje peumkuHupuHTa mpornecco CKU
MUHHMH3UPYET 3aTpaThl Ha 00CITy)KHBaHIE HH(OOPMAIIHOHHBIX TOTOKOB.

KnioueBbie cioBa: WHQOKOMMYHUKAIIMOHHBIE CETh, CHCTEMBI KPHUTHUECKON HH(PACTPYKTYpHI, paclpeieicHue Tpaduka,
MHOT'OCEPBEPHBIX y3€J, TOTOKU JaHHbIX.
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