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ONLINE FUZZY CLUSTERING OF HIGH DIMENSION DATA STREAMS BASED
ON NEURAL NETWORK ENSEMBLES

The subject matter of the article is fuzzy clustering of high-dimensional data based on the ensemble approach, provided that a number
and shape of clusters are not known. The goal of the work is to create the neuro-fuzzy approach for clustering data when the data
stream is fed for online processing and a number and shape of clusters are unknown. The following tasks are solved in the article —
the input feature space is compressed in the online mode; the model of neural network ensembles for data clustering is built; the
ensemble of neuro-fuzzy networks for clustering high-dimensional data is developed; the approach for clustering data in the online
mode is worked out. The following results are obtained — the main idea of the proposed approach is based on a modification of the
fuzzy C-means algorithm. To reduce the dimension of the input space, the modified Hebb-Sanger network is suggested to be used;
this net is characterized by the increased speed and is built on the basis of the modified Oja neurons. A speed-optimized learning
algorithm for the Oja neuron is proposed. Such a network implements the method of principal components in the online mode with
high speed. Conclusions. In the event the reduction-compression procedure cannot be used due to the probability of losing the
physical meaning of the original space, a new clustering criterion was introduced; this criterion contains both a well-known
polynomial fuzzifier and the weighment of individual components of the deviations of presented images from cluster centroids. The
recurrent modification based on the algorithms proposed in this article is introduced. A mathematical model is developed to determine
the quality of clustering with the use of the Xi-Beni index, which was modified for the online mode. The experimental results confirm
the fact that the proposed system enables solving a wide range of Data Mining tasks when data sets are processed online, provided

that a number and shape of clusters are not known and there is a large number of observations as well.
Keywords: clustering; fuzzy C-means method; sequential analysis of principal components; the ensemble of neuro-fuzzy

networks; T. Kohonen’s neural network; self-learning.

Introduction

The task of multidimensional observations clustering
when observations are sequentially fed to processing is an
important area within Data Stream Mining, and for its
solution a sufficiently large number of different methods
have been proposed. The most popular approaches here
are based on prototypes-centroids [1-4], in which
K-means, K-medians, K-medoids, etc. can be used. It
should be noted that clustering neural networks of
T. Kohonen [5], are the best suited for processing
information in the online mode. In this case, apriori it is
assumed that the number of clusters into which the
analyzed data array has to be divided is known in advance.
If the number of clusters is not known apriori, the
X-means method [6, 7], which is based on rather strict
statistical assumptions, can be used. In addition, this
method can be implemented only in batch mode. If the
information for processing is received sequentially, the
alternative based on clustering ensembles [8-11] can be
used as an X-means, with each of the members of the
ensemble being designed for a different number of
possible clusters. If T. Kohonen's neural networks
(SOM) can be members of the ensemble, each of
which operates in conditions of a different number of
classes in the data, such a system can operate effectively
in real time.

Thus, if data sample is a set (possibly

growing) X ={x(1),..., X(2) - X(K), .. X(N),..} =R",

X(K) = (% (), % (K)o X, (K))', which is fed to the

inputs of an ensemble formed by M -1 parallel-
connected SOMs so that the first one works in conditions
that the number of possible clusters in the datais m=2,
and the last assumes that m =M, the best results will be

obtained using SOM with 2<m" <M neurons in the
Kohonen layer, where m" determines the true number of
classes in the sample under processing [12].

The situation becomes much more complicated if the
formed clusters overlap in the features space. Such
problems are solved using fuzzy clustering methods [4,
13], the most popular of which is the fuzzy C-means
algorithm (FCM). Fuzzy Kohonen's clustering networks
[14] can be successfully used to work in online mode.

It should be remembered that the effectiveness of
fuzzy clustering procedures is limited by the so-called
concentration of norms effect — CoN [15, 16], when the
results are unsatisfactory at high dimensions of the
features space. The simplest approach to deal the problem
of high-dimension feature space is preliminary data
compression in online-mode.

Online data compression for reduction of initial
feature space

When dataset is fed to processing in the form of data
stream, Principal Component Analysis cannot be used for
reduction of initial feature space, so solving of data
reduction task can be performed using neural network
technologies [17-21]. A neural network based on Oja’s
neuron [17] and constructed on its base T.Sanger’s neural
network [18] are the most popular systems that permit to
perform the data reduction and information compressing
sequentially in online mode.

The neural network based on Oja’s neuron
permits to calculate in sequential mode eigen
vectors of correlation matrix R(k) when dataset in fed to

processing x(1),x(2),....x(k),x(k+1)

without calculating of full correlation matrix. To find first
principal component E. Oja proposed self-learning

sequentially
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algorithm for linear neuron presented in fig. 1. For
previously centered data Oja’s algorithm can be written in
the form:

W (k+1)=w' (k)+
+n(k +1)()~((k +1)—¢' (k +1)Wl(k))gol(k +1);
¢ (k+1)=x" (k+1)w'(k), w'(0)=0,

9 ()=x"(1)w(0)

where 7(k+1) — learning rate parameter, its value must

be chosen sufficiently small for stable algorithms work and
needs to correspond to condition of stochastic
approximation [22].

In such case neural network based on usual Oja’s
neurons characterized by low rate of convergency, that’s
why we have used modificated form of Sanger’s neural
network [19]. This system is characterized by high speed
of synaptic weights tuning. In fig. 2 modified form of
Sanger’s neural network is presented.

)

Fig. 1. Oja’s neuron

X (k)

Fig. 2. Architecture of modified form of Sanger’s neural network
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To learn presented system we can use modified
Hebb-Sanger algorithm in the form:

W (k+1)=w (k)+7(k+1)¥" (k+1)¢' (k+1);
V' (k+1)=V"(k+1)-¢' (k+1)W' (k); 2)
¥ (k+1)=x(k+1), 1=1,2,...,m;

n(k+1)=r?(k+1),
r(k+1)=¢r(k)+[x(k+1)", 0=&<1,

where & — learning rate parameter.

It is easy to see, that first principal component is
computed using Oja’s algorithm, than projections of input
vectors on w' subtract from inputs and all other data are
processed by second neuron.

Previously all input data need to be centered upon
mean in recurrent form using expression

K(k+1)=x(k+1)-x(k+1),
X(k+1) = i(k)+ki+1(x(k +1)-%(k)).

Then signals %(k) were processed by ensemble of

m Oja’s neurons. Output layer, based on linear elements

X&)

with insensitivity zone y permit to separate the most
informative signal ¢'(k) from noise.

Introduced neural network system permits to produce
data reduction in online mode when data are fed to
processing sequentially.

As we marked, algorithm based on stochastic
approximation is characterized by low speed of
convergency. That’s why we have proposed to train
Oja’s neuron by modified procedure with tuned 7

parameter:

w(k+1) =w (k)+

7 (k+1)(X(k +1)—¢' (k+1)w (k)) o' (k +1);
¢ (k+1)=x" (k+1)w'(k), w'(0)=0,

n(k+1)=r"(k+1),
r(k+1)=¢r(k)+[x(k+1)[", 0<e<1.

In fig. 3 modified Oja’s neuron is presented. This
system is characterized by only one tuning
parameter & that permits to realize learning procedure in

simple form.

Fig. 3. Modified Oja’s neuron

Using modified Oja’s neuron we can to introduce
modified Sanger neural network similar to previous

combination, presented on fig. 1 and fig. 2. Modified
Sanger neural network can be trained by the expression:
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w (k+1)=w'(k)+7(k+1)7 (k+1)¢' (k+1);

V' (k+1)=v"(k+1)—¢' (k+1)W' (k);

¥ (k+1)=x(k+1), 1=1,2,...,m; 4)
n(k+1)=r"(k+1);
r(k+1)=¢r(k)+|x(k+1)", 0<&<i.

However, it exist any situations when compression-
reduction is impossible, since the physical meaning of the
feature is lost. In such situations, it is proposed to perform
clustering without compression.

In this regard, it seems appropriate to develop an
online method for fuzzy clustering of high-dimensional
data based on clustering ensembles under conditions of
unknown number of classes in the stream of processed
information.

Fuzzy clustering T. Kohonen's neural network for
high dimensional data stream processing

In the class of fuzzy clustering procedures from a
mathematical point of view, the most rigorous are
algorithms based on goal functions [4] and solving the
problem of their optimization in the presence of certain
constraints. Here the most popular is a fuzzy clustering
probabilistic algorithm based on optimization of the goal
function

= (0.0)=Efu b0 el =
=580 (05 (x ()¢, )
subject to constraints
%“;(k)ﬂ, (6)
0<3u (k)<N. )

Here u;(k)e[0,1]- the level of fuzzy membership
of the observation x(k) to the j-th cluster, ¢, — centroid

of j-th cluster, g — fuzzifier, which determines the

blurring of the boundaries between clusters.

The solution of the optimization problem (5) in the
presence of constraints (6), (7) with the help of Lagrange
uncertain multipliers leads to the will known result

x(k)-c. ’ ﬁ
(k)= m(ll (k) JIIZ)_
E(”X(k)_cl " )kﬁ (8)
v XK
(S

¢; (k) =c; (k=1)+0(k)(au (k—1)+(1-a)u; (k—1))I% (k-1)(x(k)—¢; (k-1)),

which for g =2 completely coincides with FCM of

J. Bezdek.

The probabilistic algorithm of fuzzy clustering (8) is
widely used in Data Mining, however, it loses its
effectiveness in data processing tasks of high
dimensionality due to the resulting effect of concentration
of norms [23]. To overcome this drawback, in [15] it was
proposed to use the so-called polynomial fuzzifier and a
procedure known as fuzzy C-means with polynomial
fuzzifier (PFCM). An adaptive online version of the
PFCM was introduced in [24] for solving the tasks of Data
Stream Mining.

In [25], for solving problems of data of high
dimensionality clustering, the modification of FCM was
proposed with weighting each of the features x; (k) that

form the vector-pattern x(k)eR", i=1,2,...,n.

By combining these two approaches, let’s introduce
into consideration the goal function of fuzzy clustering of
the form

E(u; (K).Ca ) = 2 3 (e () +(1-a)y (k))Hx(k)—chi% -

m n 2 (9)
= 25 (e (k) + (L-a)u, (k)73 (% (K) ¢, )
with constraints (6), (7) and additional constraints
>y, =TT, =1 Vj=12..m. (10)
i=1

Here 0 <a <1 — polynomial fuzzifier, », — weight
of i-th attribute in j-cluster, I'; =diag (7,77 ) -

Optimization of the goal function (9) under the
constraints (6), (7), (10) using the uncertain Lagrange
multipliers leads to a result which is a generalization of

(8) and coincides with it with =1, y; =m™.

1 a-1

a-1 My
) e
Jr|2

(k) - w2

The last expression of (11) for calculating centroids
of clusters can be rewritten in recurrent form.

(12)
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which essentially coincides with the self-learning WTM-
rule by T. Kohonen [5], where the factor

(ozuj2 (k=1)+(1-a)uj(k —1))1“? (k—1) describes the
neighborhood function and 0<#(k)<1 is the learning
rate parameter.

Thus, the process of high-dimensional data
clustering (11), (12) is conveniently implemented using
the architecture shown in fig. 4 which is a modification of
the neuro-fuzzy network of T. Kohonen [26, 27].

(k)

3

OO Oy=

x(k)o————

O

—

o

OO Og=
(3 I s

O
O

6(k) o0—m8M8Mm ————

V

(k). j=12,..m

Fig. 4. Adaptive neuro-fuzzy Kohonen network — FSOM [™

Here, the first hidden kernel layer (KL) is essentially
a standard SOM neural network [5], which contains m-
neurons in the Kohonen layer, whose synaptic weights-
centroids are tuned using the WTM learning rule (12), in
the second hidden layer ML, the membership levels of k-

th observation to j-th cluster u; (k) using the first relation

(11) are estemated, and in the output layer WL weights
y; are calculated using the second relation of (11).

The values of learning rate parameter @(k) and the
polynomial fuzzifier «, from a certain apriori given set
O0<a,ap,...ap,..aq =1 are fed to the additional inputs
of the network.

Clustering Ensemble Architecture

To solve the problem of clustering in conditions
where the number of clusters is unknown, we propose to
use an ensemble of clustering neuro-fuzzy Kohonen's
networks, whose architecture is shown in fig. 5. This

ensemble contains (M —1)  FSOM{™, where index [m]
means the number of clusters into which this network

splits the sample to be processed — i.e. the number of
neurons in the Kohonen's layer KL, and p — is the index

vy <

of a specific fuzzifier, taking q values. All elements are
tuned using the same type of procedures (11), (12), which
differ from each other only in the values of mand « .

In blocks MEXBL™, the quality of clustering
provided by a particular FSOM is evaluated, and the
output layer of the DM ensemble selects the best from
(M —1)q results of the previous layers, i.e. the number of

clusters m* in the processed data, the centroids of the
formed clusters ¢, C,,..,C,. and the levels of each

observation u; (k),u,(k),...,u", (k) to the corresponding

cluster membership.
To estimate the quality of clustering, each of the
elements of the ensemble can be used in any of the fuzzy
clustering indexes [2], where one of the most popular is
the Xie-Beni index [28], which for the FCM procedure in
the case of m clusters can be written in the form
(%iuz(k)"x(k)_c.uj N
XB[m] _ k=1 j=1 ! L _ NXB[m]

~ DXBM™

.(13)

. 2
min|c; ¢ ||

[E3]

For online processing, it is possible to enter the
recurrent version of the XB-index in the form
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Fig. 5. The ensemble for online fuzzy clustering of high-dimensional data

NXBU™ (k 1)+ 1| 3 u? ()[x (k) —c; (k)| — Nxet™ (k-1
[m] k| =) J
XBIM (k)= —— = 5 - (14
DXB™ (k) min||cj(k)—c| (k)"
1#j
The smaller is the value (13), (14), the higher is the ]
quality of clustering. For procedure (8) the extended Xie- EXB[mJ(k):M:
Beni index can be used [29] DEXB™ (k)
n 1o 2 . (16)
N m 2 NEXB™ (k -1 +7(zu4” k)[x(k)=c; (k)| - NEXBM™ k—1j
. kzzljzzlujﬁ(k)||x(k)_cj|| /N i (k=2)+50| 2uf (k)x(k) J(Z)H ( )'
S il )= 0
1#]j
J By analogy with (15), (16), we can to introduce
or its online version modification EXB-index for the goal function (9)
N o m 2 m m 2
53, (0 ()" (L, )l () (k)= | N
- (] NMEXB™
MEXBL" = _ - = o (17)
min|[c” "] DMEXBY
or its online version
NMEXB™ (k
MEXBY" (k) = —————= ( )=
g DMEXBL™ (k)
S 2 (18)

j=1

(et (057 ()Y (2= e)ulg? (1) x () i (k)] -

el (k)i (k)

NMEXBL"”(kl)Jri[ , ~ NMEXB!™ (kl)J

min
I#j
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In the course of data processing, the decision making
(DM) unit finds FSOM[™ ' with the best value of

MEXBLm*] and the results of work of this particular neuro-
fuzzy network determines the final result of clustering.

Experiments.

To solve the problem of determination the optimal
number of clusters in datasets we have used proposed
ensemble for online fuzzy clustering. We have choose
Dermatology dataset [30] from UCI Machine Repository.
It contains 366 instances, but some of attributes has
missed values, so they need to be filled using, for
example, fuzzy spatial extrapolation approach from [31].
Number of attributes is 34, 35-th attribute is class-
diagnosis. Value 1 is interpreted as psoriasis
(112 instances); value 2 — seboreic dermatitis
(61 instances); value 3 — lichen planus (72 instances);
value 4 — pityriasis rosea (49 instances); value 5 — cronic
dermatitis (52 instances); value 6 — pityriasis rubra pilaris
(20 instances).

It is easy to see that number of features is close to
number of instances and we can talking about high-
dimensional data.

In fig. 6 visualization using principal component
analysis (PCA-analysis three principal components) is
presented.

Fig. 6. The visualization of Dermatology dataset

In table 1 wvalues of Xie-Beni indexes for
different number of clusters are presented. Minimal
value correspond to MHDFCM when parameter « is
equal to 0,5 or 1. K-means algorithm shous very high
values of Xie-Beni index, so we can talk
about not effective clusterization results. Fuzzy c-means
algorithm can not process proposed dataset because of
CoN (concernatration of norm).

References

Table 1. Values of parameter «« and Xie-Beni index for

Dermatology dataset

. . . Number of
Algorithms type Xie-Beni Clusters
K-means 1,3524 x 1024
MHDFCM «=0,5 0,00009 5
MHDFCM a=1,0 0,00006
FCM CoN
K-means 9,401 x 1025
MHDFCM «=0,5 0,00004 3
MHDFCM a=1,0 0,00002
FCM CoN
K-means 2,63023 x 1025
MHDFCM «=0,5 49266 4
MHDFCM «=1,0 1507297
FCM CoN
K-means 4,5374 x 1025
MHDFCM «=0,5 50909 5
MHDFCM «=1,0 404
FCM CoN
K-means 1,6282 x 1026
MHDFCM «=0,5 1244 6
MHDFCM «=1,0 1973697
FCM CoN
K-means 7,3338 x 1025
MHDFCM «=0,5 37252 7
MHDFCM «=1,0 1929
FCM CoN
K-means 9,499 x 1025
MHDFCM «=0,5 240 8
MHDFCM «=1,0 48135
FCM CoN
Conclusions

The architecture and algorithm of the neuro-fuzzy
self-learning system is proposed to solve the problem of
online clustering of a high-dimensional data stream in
conditions where the formed clusters can overlap and their
number is not known apriori. The system under
consideration is an ensemble of neuro-fuzzy T. Kohonen's
self-organizing maps, each of them differs from the others
in the number of neurons and the value of the polynomial
fuzzifier. Each member of the ensemble is tuned using the
modified WTM self-learning rule, while in the process of
tuning all components of the processed vectors are
automatically weighed.

The proposed approach is a generalization of a
number of known fuzzy probabilistic clustering
procedures and can be used to solve Data Stream Mining
tasks in online mode.

Experimental results on Dermatology datasets from
UCI repository affect the performance of the proposed
modified high-dimensional fuzzy c-means approach and
ensemble for online fuzzy clustering of high-dimensional
data streams based on it.
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OHJIAWH HEYITKA KJIACTEPU3AIIIS ITIOTOKIB JAHUX BBICOKO1
PO3MIPHOCTI HA OCHOBI AHCAMBJIIB HEUPOHHUX MEPEXK

IIpeqMeToM IOCTIDKEHHS B CTAaTTi € HEYiTKa KIacTepu3alis JAHWX BHCOKOI PO3MIpPHOCTI Ha OCHOBI aHCAMOJIEBOTO MIIXOIy 3a
YMOBH, IO KUTBKICTB Ta (popma kiactepiB HeBimoMi. MeTta poOOTH — CTBOpEeHHs Heipo-dassi minxoqy A KiacTepusanii JaHHX,
KOJIM IOTIK JaHHX ITOJA€ThCS Ha 00pOOKY B OHJIAMH-pEXUMI B MPHUIYIIECHHI, 1[0 KUIBKICTh Ta (hOopMa KIIacTepiB HEBigOMi. Y CTaTTi
BHUPILIYIOTHCSI HACTYIHI 3aBJAHHSI: KOMITPECis BXIJHOTO IMPOCTOPY O3HAK B OHJIAHH pPEXUMi, (OpMYyBaHHS MOJENI aHCaMOJIiB
HEWpOHHUX MEpeX [JIs KiacTepusalil JaHHX, po3poOKa aHcaMOIo Helpo-das3l Mepex MId KiIacTepu3allii JaHUX BHCOKOL
PO3MIPHOCTI, po3pOo0Ka MiaxXomy A KiacTepu3alii JaHWX B OHJNAMH pexkumi. OTpuMaHI HAcTymHI pe3yJbTATH: OCHOBHA ines
3aIpONIOHOBAHOTO MMiAXOAYy 3acHOBaHa Ha Moxaudikarii HewiTkoro anroputMmy C-cepenHix. s 3HMKEHHS PO3MIPHOCTI BXiJHOTO
MIPOCTOPY HPOIOHYETHCSI BUKOPUCTOBYBATH MoudikoBaHy Mepexy Xeb0a-CeHrepa, sika BiIpi3HSIETHCS MiABUIICHOIO MIBUIKOIIEI0
Ta 100y/I0BaHy Ha OCHOBI MoaudikoBaHHX HelpoHiB Oifs. 3anmpornoHOBaHO ONTHMI30BaHUI 3a MIBUIAKOIIEID aJTOPUTM HaBUYaHHS
Heitpona Oiist. Taka Mepexa peaiizye METOJ FOJOBHUX KOMIIOHCHT B OHJIAWH-PEKUMI 3 BUCOKOI MBHIKOIIEI0. BucHOBKH: B Tomy
BUIIAJIKY, SKIIO TPOIeaypa penyKIiii-koMnpecii He Moke OyTH BUKOPHCTaHa Yepe3 MOJKIIMBICT BTPATH (i3HYHOTO CEHCY BHXiJHOTO
MPOCTOPY, HAMH 3aNPOIIOHOBAHO HOBHMH KpUTEpil KiacTepusallii, SKHMi MIiCTUTh B cOO1 K BIIOMHI MosiHOMianbHU# (a33idikarop,
TaKk 1 3BaXYBAaHHSA OKPEMHX KOMIIOHEHT BIJIXWJICHb aHaJIi30BaHUX 0OpasiB BiJ ILIEHTPOIMiB KiacTepiB. BBeiaeHa pekypeHTHa
Moau(iKallis 3aCHOBaHa Ha aJrOpUTMax 3alpoIOHOBAHUX B JaHii cTarTi. PO3po0ieHo MaTeMaTU4Hy MOJICIb )i BU3SHAYCHHS SIKOCTI
KJacTepu3alii 3 BUKOpUCTaHHAM iHAekca Kci-bei, axuii 0yB MonudikoBaHUA U1 OHJIAH peXuMy. EkcriepuMeHTanbHI pe3yabTaTH
MATBEPIWIM TOH (haKT, IO 3alpOIIOHOBaHA CHCTEMa JO3BOJISIE BUPIIIYBaTH IIMPOKUH CIIeKTp 3aBaaHb Data Mining, komu Habopu
JTaHUX 0OpOOJISIOTECS B OHJIAH-PEKHMI 32 YMOBH, II0 KUIBKICTh Ta (hopMa KiIacTepiB He BiJIOMI, a TAKOK MAlOTh BEIMKY KIIBKICTh
CIIOCTEPEIKEHb.

KurouoBi cioBa: knactepyBaHHs; MeTo HediTKUX C-cepeHiX; MOCTiJOBHUI aHai3 TOJOBHUX KOMIIOHEHT; aHCaMOJIb HeHpo-
(a33i mepex; HeliporHa Mepexka T. KoxoHeHa; caMoOHaBYaHHSI.

OHJIAH HEUETKAS KJIACTEPU3AILINSA ITIOTOKOB JJAHHBIX BBICOKOM
PABSMEPHOCTH HA OCHOBE AHCAMBJIEM HEMPOHHBIX CETEN

IIpeameToM mccenoBaHUs B CTAaThe SBISAETCS HEUETKas KJIACTEPH3AIMsl JAaHHBIX BBHICOKOW Pa3MEPHOCTH Ha OCHOBE aHCaMOJIEBOTO
MOAX0/a MPHU YCJIOBUM, YTO KOJNNYECTBO M (hopma kiactepoB HemsBecTHHI. Lleab paboTsl — co3nanue Helipo-has33u moaxona Juis
KJIaCTepU3allii JaHHBIX, KOTJIAa TOTOK JAHHBIX MOJAEeTCs Ha 00pabOTKy B OHJIAMH-PEXHME B MPEIIOI0KEHUH, YTO KOJIHMYECTBO H
(hopma KIacTepoB HEM3BECTHEI. B cTaThe pemaroTes clienyonre 3a1a4i: KOMIPECCHs BXOJIHOTO POCTPAaHCTBA MPU3HAKOB B OHJIAH
pexume, HopMHUpOBaHHE MOJETM aHcaMOeil HEHPOHHBIX CeTel I KiacTepH3alliM JaHHbBIX, pa3paboTka aHcamOns Helipo-(has33u
ceTei Il KIIacTepu3alluy JAHHBIX BBICOKOH pa3MepHOCTH, pa3paboTka IMoaxoja Julsl KIacTepH3allly JAaHHBIX B OHJIAHH peXuMe.
[Mony4ens! cinenyromye pe3yJbTaThl: OCHOBHAs HJies NPEUIOKEHHOTO ITOIX0a OCHOBaHA HA MOJM(MHUKALIMN HEUYETKOTO aJITOPUTMa
C-cpennux. s CHIWKEHHsT pa3MEPHOCTH BXOJHOTO MPOCTPAHCTBA MpeIaraeTcs UCIoIb30BaTh MOAUMDUINPOBAHHYIO ceTh Xe00a-
CeHrepa, OTJIMYAIOIIYIOCS TOBBIIIEHHBIM OBICTPOACHCTBHEM W IOCTPOCHHYIO Ha OCHOBE MOJU(UIMPOBAHHBIX HeWpoHoB Oifs.
[penyoxeH ONTUMH3UPOBAHHEINA 1O OBICTPOIEHCTBUIO anropuT™M o0ydeHus HelipoHa Oiisi. Takas ceTh peann3yeT METOH TJIaBHBIX
KOMITOHEHT B OHJIAWH-PEKUME C BBICOKUM OBICTpozeiicTBHeM. BriBoabl: B ToM citydae, eciu mpornenaypa penyKInu-KOMIIPECCHH He
MOXeET OBITh HCIIONIb30BaHA W3-32 BO3MOXKHOCTH TIOTEPH (U3MUECKOTO CMBICTAa MUCXOJHOTO MPOCTPAHCTBA, HAMH BBEIEH HOBBIM
KPUTEPHH KJIACTEPHU3AINH, COAEPKAIIUi B cebe KaK M3BECTHBIH MOJHMHOMHUAIBHBIN (a33udukaTop, Tak W B3BEIIMBAHUE OTIEIHHBIX
KOMIIOHEHT OTKJIOHEHHUH MpenbsBIsIeMbIX 00pa3oB OT IIEHTPOMIOB KIAacTepoB. BBeneHa pexyppeHTHas MoauduUKaiys, OCHOBaHHAs
Ha aJrOpUTMax, MPEATIOKeHHBIX B JaHHOI cTaThe. Pa3paborana MaTeMaTHyecKas MOJENb JUlsl ONPeIeNCHHs KauecTBa KIacTepu3alnu
¢ ucrnosbp3oBanneM uHAekca Kcu-benn, koTopsiit 6bu1 MOmuQUIMPOBaH Uil OHJIAWH pexxuMa. DKCIEpHMEHTAbHBIE PEe3YJIbTaThl
HOATBEPIMIM TOT (haKT, 4TO MpesiaraeMasi CHCTeMa MO3BOJIAET peliaTh MUPOKHUit criekTp 3axad Data Mining, koria HaboOps! JaHHBIX
00pabaThIBalOTCS B OHJIAIH-PEKUME NPU YCIOBUH, YTO KOJIUYECTBO U (popMa KIacTepoOB HE M3BECTHBI, a TAKXKE COAEpIKAT OOIBIIOE
KOJIMYECTBO HAOIIOICHHIHA.

KniwoueBsbie cioBa: xiacrepusanus; MeTol HeueTKux C-CpeHUX; MoCIe0BaTeIbHbIH aHAIN3 TJIABHBIX KOMIIOHEHT; aHCaMOJIb
Helpo-¢a33u ceteil; HelipoHHas ceTh T. KoxoHeHa; camooOyueHue.
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