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IMAGE PROCESSING MODELS AND METHODS RESEARCH AND WAYS OF
IMPROVING MARKER RECOGNITION TECHNOLOGIES IN ADDED REALITY
SYSTEMS

The subject matter of article is method of image processing, which identify and describe the local features of images. The aim of the
article is the determination of ways for interconnection of the methods for processing the image and technologies creation in the
development of markers in the systems of additional reality. The following tasks are solved in the article: to analyze the existing
methods and algorithms for finding objects in two-dimensional images to determine the basic marker recognition technology in the
complementary reality systems. Analyzed genetic, neural network, statistical and fractal methods, as well as approaches to the
algorithms implementation of in the software construction for systems of complementary reality. The next results were obtained: a
review and a comparative analysis of the main known algorithms for detecting key points in the images were conducted. It was
suggested in the development of marker recognition methods it is necessary to develop a procedure of preliminary image processing
for the formation algorithms of the front image for the marker under different conditions of obtaining images. At segmentation stages,
it is expedient to use genetic algorithms based on the best indicators of proper segmentation and low processing time, but it is
necessary to develop functions that are appropriate for the format of the markers. Improve existing methods for processing
segmentation results based on a criterion base describing a visual model representing a marker. Conclusions: as a result of the
analysis, the following conclusion can be drawn. The fastest and the most accurate algorithm for putting key points is the genetic
algorithm (average time of the algorithm is 5.23 seconds, the number of correct answers is 84.25). The longest working time is the
neural network method — 8.45 seconds, the accuracy of this algorithm is also the lowest - 52. Another advantage of the algorithm of
point matching is that if the object goes beyond the frame and then returns again, the program will again continue to track this object.
This is supported by algorithms of machine learning. You can also notice that the SIFT calculation works much faster than fractal
texture analysis. These results suggest that there are currently no methods for recognizing markers, allowing high accuracy of less
than one unit to recognize in a short time. In our opinion, one of the promising directions is the use of Royan methods, namely the
development of target functions for accurate and fast recognition of the image by markers.

Keywords: augmented reality; marker; non-marker technology; descriptor; reference points; Charis Corner Detector; genetic
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Introduction — —

Lo _ Btart >

.

The technology of augmented reality becomes more
| Bringing to Grayscals

and more popular every day and can be used in various

fields of activity, such as computer games, tourism, lv

shopping, gadgets, social networks, military affairs and [Imagabmmzmm (thrashold)
even furniture collection, and will allow making various L '
tasks easier and more functional.

_ , | Definition of closed domains
Augmented reality (AR) is a technology that allows l '
you to overlay the real world of digital data and
messages about the object being studied using the
computer devices. l
Models and methods of applying the technologies of
the augmented reality allow expanding the possibilities for L
user interaction with the software. Apps are not only =
.. . . Convert coordinates
entertaining, but also serve as a visual representation of I
something complicated. But at the moment the B £ _
possibilities of this technology are not fully disclosed [1]. c_‘::_ End __:}
The use of augmented reality technology allows you -
to quickly access additional product information such as
visual (3D images), audio or text. As an example, it may
be the company logo, geometric image, text information,
presentation of the product, etc. [2].

I Allocate contours

I Zzlect the marker corners

Fig.1. A generalized marker recognition algorithm

It is possible to distinguish two main principles of
construction of the augmented reality:

- Marker technologies, in which the marker usually
has a contrasting high-resolution picture frame with an

Analysis of marker recognition technologies image inside.

- Markerless technologies which is based on the user

The augmented reality marker is an object (image) |ocation coordinates or based on reference points

that is an identifier for activating the display of additional
information. A generalized marker recognition algorithm
is depicted as a flowchart in fig. 1.

(markers) of the image.
Schematic search methods for markers are presented
in fig. 2.
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Fig. 2. The main methods of detecting markers

In order to ensure the consistent recognition of
markers. Conduct an analysis of methods and algorithms
for searching objects in a two-dimensional image based on
image segmentation technologies according to the
classification criteria and provide recognition procedures.

The purpose of this article is to determine the ways
of improving the methods of image processing in marker
recognition technologies in complementary reality
systems.

The following tasks are solved in the article:

1) to analyze the technology of constructing markers;

2) to carry out analysis of markers and segmentation
of images in the part of image segmentation by local
attributes;

3) to identify ways to improve marker recognition
methods in complementary reality systems.

Analysis of image processing methods in terms of
segmentation

At the basis of non-marker technologies there are the
recognition algorithms, with which the virtual grid is
superimposed on the surrounding terrain shot by the
camera. On this grid, the software algorithms have certain
points that determine the exact location to which the
virtual model will be tied.

The main requirement for an image in non-marker
technologies is the contrast of the picture. If this
condition is met, a logo, a photograph and a landscape —
any image can be used to bind objects of augmented
reality [3].

One of the main problems is the separation of the
false image point from the real ones when tracking the
motion of the camera or when reconstructing the three-
dimensional scene. It is complicated by the fact that it is
impossible to reliably solve it, working with only one
image. It is necessary to establish a match between the
features of several images, and then build a
model to which these matches will satisfy the best.
Special points, the conformity of which will not
satisfy the model, will be considered false, or as emissions
[4].

Most of the algorithms for finding point features
work on the same principle: for each point of the image,
some function is calculated from its boundary. The points
in which this function reaches a local maximum can be
distinguished from all points with some of its boundary.

There are three basic approaches to determining the
local features of an image:

1. Based on image brightness: special points are
calculated directly from the intensity values of the pixels
of the image.

2. Image contours are used: methods extract contours
and look for places with the maximum value of curvature
or make the approximation of contours and determine the
intersection. Such methods are sensitive to cross-border
sections, since the extraction can often be incorrect in
those places where 3 or more edges intersect.

3. Based on the use of the model: intensive models
are used as parameters adapted to image-patterns to sub-
pixel precision. They have a limited application with
special points of special types (for example, L-connecting
angles) and depend on the patterns used.

In practice, the methods based on the brightness of
the image are mostly used for a wide application [5].

Advantages of non-marker technology:

- Any objects of the real world in the image may act
as markers and do not need to create special visual
identifiers for them;

- A "live 3D label" can be any graphic image applied
to any surface, for example, paper, plastic or other
material, not necessarily a picture inside the graphic
frame;

- Practically any black-and-white or full-color
images, various objects such as the face, hands, and even
the human body can be the markers from which the
information is read.

Disadvantages of non-marker technology:

- high-quality (contrast) high-resolution images are
required,;

- separating the erroneous features from the present
while monitoring the movement of the camera;

- it is necessary to use a series of images to more
accurately build reference points.

Genetic algorithm:

Genetic algorithm (GA) is an adaptive method of
search, based on the selection of the best elements in the
population, similar to the principles of evolution [6].

When using genetic algorithms for solving the
optimization problem it is necessary:

1. Determine the number and type of task variables
that need to be encoded in the chromosome.

2. Determine the criterion for assessing individuals
by setting the fitness function (target function).

3. Select the coding method and its parameters.

4. Determination of parameters of GA (population
size, type of selection, genetic operators and their
probability, the amount of breaks in generations).
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The parameters of GA, defined in paragraph 4 (as
well as, sometimes, in paragraphs 2 and 3), are
characterized by the method of checking variants, based
on the analysis of the results obtained. To analyze the
results of GA work it is necessary to conduct several
algorithm launches.

In fig. 3 the general scheme of problem solving using
GA is given

1. Identifving the vnlenown variables of
the tazk

'

2. Tasks of the objective function
t

3. The choics of a coding method
¥

4. Definition of GA parameters

*
Analvsis of the results of GA work

Fig. 3. General scheme of task solving using GA

To solve the problem of finding reference points
(markers) it is necessary to redefine the standard notions
and operations of the genetic algorithm. Points will be
taken as genes. Then the genotype will be the set of all
possible points on the depicted.

Proceeding from the fact that the points are genes,
the sets of genes, that is, individuals will be snakes: they
are represented as sets of points and, accordingly, are
suitable for this role. Snakes will also be characterized by
a set of components that are similar to those that have
contours in Active Contours [7].

Consider the principles of GA:

1. A set of genes g;,i =0,n-1 is a set of points, the
location of which in the image shows the phenotype of the
snake — its location in the image.

2. The value of the fitness function.

The population is defined as a set of snakes. The
mutation operation for the point to be mutated will look
like this: a different point is selected from a predefined
boundary if a new point is in the image, and then the
starting point is replaced by the found (fig. 4). In the case
when the found point is not within the image, a new point
is re-searched.

Starting point Found point
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Fig. 4. Example of mutation of the contour

Two types of crossover are implemented:

1. Both parents are cut at some arbitrary point, then
the parts of one of the parents are connected with parts of
another and a new organism appears. This crossover is

—
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/
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Fig. 5. Example of the implementation of the “one point" crossover

2. The only descendant with a certain probability is
assigned the genes of one of the parents. This type of
crossover is called "uniform™ (fig. 6). It is notable that it
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Fig. 6. An example of a "uniform" crossover

called one-point crossover, and it is sometimes referred to
as a crossover based on "cut and connect™ (CutandSplice)

(fig. 5);

simulates the action of all possible types of crossover
based on "cutting and joining," giving much more
variation [8].




ISSN 2522-9818 (print)
ISSN 2524-2296 (online)

Innovative technologies and scientific solutions for industries. 2019. No. 1 (7)

Species selection can be implemented using the
"Tournament" method. The idea of this method is that for
the selection of each candidate there are several
"tournaments” (from 1 and more), each of which
randomly chooses one individual population; in order to
then compare its suitability with that which was chosen
earlier.

As a function of the adaptation, the modified energy
functional proposed in [8] is used. It should be noted that
the original image is reduced to a type in gray scale, after
which the Gauss filter is narrowed. The result of the
search for the reference points (markers) is presented in
fig. 7.

Fig. 7. The result of the genetic algorithm operation [8]

Advantages of the genetic algorithm;

- GAs work with codes that represent a formalized
set of parameters, which are the arguments of the target
function. In the process of GA manipulation with codes
occur regardless of their semantic content, that is, the code
is considered simply as a bit string.

- When implementing the GA search procedure,
several points of the search space are processed
simultaneously, but do not move sequentially from point
to point, as in traditional methods. This approach allows
overcoming the danger of falling into the local extremum
of the polymodal target function. The use of multiple
points at the same time greatly reduces the likelihood of a
similar event.

- In the course of the work of the GA, they do not
use additional information, except for data on the area of
admissible values of parameters and the target function at
any point, which increases the speed of their work.

- To generate new points of the search space at the
same time, GA uses both probabilistic and deterministic
rules, which gives a much greater effect than each of these
methods separately.

- Disadvantages of the Genetic Algorithm:

Fig. 8. Examples of target area templates

In the process of recognition, the point with its
border of 16 x 16 pixels is fed to the input of the neural
network and evaluated the output at the output. The
experiments given in the article [10] show that learning

- The optimal solution is not guaranteed.

-1t is only the specialist who can effectively
formulate the task, determine the criteria for selecting
chromosomes (specify the code) and other parameters of
the GA.

- The rather high computational complexity of GA
leads to the fact that during the modeling of evolution,
many decisions are rejected as unpredictable.

- The time complexity is, on average, lower than that
of the best competing algorithms, but no more (obtained
from experimental data) than one order.

- Low efficiency in the final stages of evolution
modeling is explained by the fact that GA search
mechanisms are not strictly focused on fast access to the
local optimum prime.

- Some other issues have not been resolved, such as
the problem of self-adaptation of GA.

Neural networks:

Marker recognition is the most complex process,
because it means scanning all combinations of reference
points on the images and matching them with the marker.
Often, the quality of recognition depends on the
effectiveness of many processes, ranging from the process
of entering the image and ending with the formation of
reference points. Therefore, it makes sense to limit the
scope of interest in large-sized images. As areas used to
compare markers, points were selected with the largest
difference of gradient brightness. The most striking
example of special points is the angles in the picture of the
scene. They were determined by comparison with the
standard. All the boundary points were compared with the
standards for finding the most similar.

The search for corner points can be realized within
the framework of different approaches, taking into
account the size of the found areas and their orientation.
An example is the Harris angle detector [9], which is
based on the study of monotony of image areas.
However, since the entire system is formed with a neuron-
based solution to the problem, it is possible to use the
Hopfield neuron network and the network of radial
neurons to accelerate and simplify the search. When
studying both networks, samples of angles, straight edges
and monotonous regions, turned at different angles, were
used. Examples of samples are shown in fig. 8, which
shows 5 out of 55 accepted standards for processing.
Each benchmark is represented by a binary matrix of
16 x 16 pixels.

the Hopfield network allows you to define a small
number of angular points and results in a significant
(up to 120 sec.) Increase in the processing time of the
image. The network of radial neurons is constructed on
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the calculation of the Euclidean norm of distance from the
region around the point, which is investigated to all the
standards according to the following scheme:

n=256

d(p.d))=[> (P -b,) ()

k=1

where P=C@1s8 81618y 5000 B 165000 B 16) -

vectorized matrix of the region around the point; a, [0,1]
— the binary value of the pixel in the investigated area
closed to the interval [0.1];

qj =<bj1‘l'bjl,2’""bjl,lG’bjz,l""'bjz,le""'bj16,16> ; bjk = [O,l] -
binary pixel value in the reference area.

If the minimum Euclidian distance is achieved when
compared  with  patterns, corresponding angular
peculiarities, then the point is considered special,
otherwise it is shifted away. After determining the set of
singular points, their coordinates are recalculated in
relation to the scale of the original, not yet compressed
image. The time of comparison with the standards in the
network of radial neurons does not exceed 20 ... 30 s,
which suggests its advantage. In addition, the number of
corner areas allocated in this way is much larger than that
of Hopfield networks [11].

Fig. 9 shows the processing of the frame — the search
for key points.

Fig. 9. Selection of key points in an image using a network of
radial neurons [12]

Advantages of the neural network:

- The developed algorithm provides a comparison of
special points (markers) with high accuracy, which allows
reducing the errors of the following stages of the
complemented reality.

- The process of creating a neural network relates
more to the learning process than to the programming.

Disadvantages of Neural Network:

- Areas with a monotonous intensity change do not
allow performing procedures for comparing projection
images of scene points.

- Mathematical problems related to learning: getting
into a local optimum, choosing the optimal optimization
step, re-training.

- It is difficult to formalize the stage of choosing the
network architecture (number of neurons, layers, and the
nature of links).

- The size and type of input signals exactly coincide
with the dimension and type of output signals. This
significantly restricts the use of the network in the task of
marking recognition.

SIFT:

Consider how special points are highlighted by the
SIFT method. The main aspect in their finding is the
construction of the Gaussian pyramid and the differences
of the Gaussians. Gaussian is an image that was blurred
by the Gaussian filter. It turns out as follows:

L(xy,0)=G(xy,0)*1(xY). )

In the formula (2) L(x,y,o) — this is the Gaussian
value at the coordinate point (x,y) and the radius of

blurring o,G(x,y,0) — Gass kernel, 1(x,y) — the value

of the original image. It is worth noting that the Gass
kernel does not multiply at the value of the original image,
between them there is a convolution operation.

The Gaussian difference is called the image obtained
by pixel-by pixel deducing the Gaussian image of the
original Gaussian image, which has another radius of
blurring (we denote it as Ko):

D(x y,0)=L(xYy,ko)-L(xy,0). ©))

Next, the Gaussian pyramid is built. To do this, the
entire scalable space (sets of different variations
of the original image, smoothed by any filter) is divided
into areas called octaves. There is a nuance that
consists in the fact that the part of the scaling of space
occupied by the next octave should be twice that of the
part that was engaged in the previous one. Yes, and when
moving from one octave to the next image size, the image
is reduced twice. It is clear that any octave will cover an
infinite number of Gaussian images, so they are limited
only to a certain number of N with a certain step in the
radius of blurring. Next, two more Gaussians are being
completed, which extend beyond the octave (this is done
in order to be able to check the image for the presence of
extremum). The magnitude of the first image of the next
octave is equal to the scale of the image from the previous
octave with the number [13].

At the same time both the Gaussians pyramid and the
Gaussian pyramid of differences will be built, the number
of images in which will be one less than in the first
(fig. 10).

After building the pyramids, special points are
determined. A point is considered to be special if it is a
local extremum of the Gaussian difference (fig. 11).

If the value of differences between the Gaussians at
the point indicated by the cross is less or more than all of
the values at the points indicated by the circle, then this
point is an extremum point, that is a special point. That is,
each point of the current image Gaussians difference
compared to its neighboring eight points and nine
neighboring points on the senior and junior levels in the
pyramid. That is why we need two additional Gaussians
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so that we could search for the local extremums for the

First
octave

Gaussians difference

Gaussians

Fig. 10. Getting the Gaussian and the Gaussian difference
Pyramids

Advantages of the SIFT statistical method:

1. Accuracy, stability, invariance to scale and
rotation and displacement.

2. The SIFT method allows you to compare images
subjected to such transformations as zooming, moving
objects on the scene, turning the camera or object.

3. The SIFT algorithm works with binary images

Disadvantages of the statistical method SIFT:

1. After searching for special points, the action does
not end. Next, they are checked, since not all of these
points are suitable for further work in the algorithm. To
do this, you need to determine the coordinates of a special
point with increased accuracy.

2. It requires a lot of hardware resources for normal
operation in real time.

2P

Feature vector

first and last image [14].

Spacial point
of axtremum

Fig. 11. Determination of a special point on a local extremum

3. Mathematical analysis shows that the application
of the SIFT algorithm allows you to determine the
coordinates of a location with an error of no more than
one meter, regardless of time.

4. Not all received points and their descriptors will
meet the stated requirements and this may affect the
further solution of the problem.

Segmentation fractal texture analysis:

The algorithm for segmentation fractal analysis is
intended to construct a space of signs of presentation of
the texture of image 1. The input of the algorithm is a half-
tone image and a certain parameter.

The structure of the segmentation fractal analysis
algorithm is presented in fig. 12.

A -area

v - medium

D - fractal
dimension

Fig. 12. The structure of the segmentation fractal analysis algorithm [16]
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In the first step, you need to segment the image by
brightness levels. To find the thresholds for segmentation,
we will use the multilevel algorithm of the Father [15].
The idea of the Father's algorithm is to split the image into
two regions in such a way as to minimize the intraoral
variance. Applying this algorithm recursively, we obtain a
set of threshold values. The number of requested
thresholds is indicated n, and is the input parameter of the
algorithm. The set of thresholds T is supplemented with
the brightest pixel value in the image T = {ti}Un, . Next,

using the found threshold values, we obtain a set of binary
images {B,}

Lif, 1(x,y) >t
0,else '

B (x.y) (4)

For all images with {B} construct contour images

{G,} . Inthe formula N, [(x,y)] — set of pixels, which is

in relation to the 8-connection with (x, y). On the received
images we find the following values (5).

Lif,3(x,y) € Ng[x, y]: Bi(;,y):O/\Bi(x,y):ll(S)

G(xy)=
0,else

' , where N, — the number of pixels with the value

N

of 1 in the image B;, N — total number of pixels in this
image;

v, — the average gray pixels of the image I,

i i
corresponding pixels with a value of 1 image B, ;
Ng; — number of 8-connected areas in the image B, .

This value can be calculated using a known algorithm that

Table 1. Analysis of methods for finding reference points

allows marking images [15]. It should be noted that in the
author's writing segmentation fractal analysis, this
paragraph is absent. It was introduced in the algorithm of
this paper, as it gave noticeable improvements in the
results of the classification.

D, - fractal dimension, calculated from the image

B, with the help of box-counting method [16]. This is the

most important feature. It describes the complexity of the
contour lines of segmented areas.

Advantages of fractal analysis:

1. Images of artificial and natural objects have very
distinct fractal dimensions, which allow you to
successfully use fractal features to identify artificial
landscape changes in photos from space, the discovery of
artificial objects in images taken from cameras and other
tasks.

2. Regardless of the method used to calculate the
fractal dimension, the general view of the histograms is
preserved, while the boundaries of the regions are
characterized by the same values of the fractal dimension,
which makes it possible to identify the different types of
textures under study.

Lack of fractal analysis:

1. Processing by the method of fractal analysis does
not allow, as a rule, to construct a global fractal model of
the entire image.

2. The fractal method of processing image textures is
labor-intensive.

The algorithms for finding key points and calculating
their descriptor presented in papers [7, 11, 14, 15] were
used in the work. The experiment carried out an
assessment of the quality and timing of the comparison of
two images. The research was conducted on a sample of
80 images. In table 1 the result of a comparative analysis
of the search methods for reference points are presented.

Method of finding reference The number of correct | Number of errors of | Number of errors of | Average operating
points answers (%) the first type (%) the second type (%) time (in sec.)
Genetic Algorithm 84.25 5.3 10.45 5.23
Neural Networks 52 154 32.6 8.45
SIFT 81 10.2 8.8 1.32
Fractal analysis of textures 85.7 3.3 11 6.56
Preceding from the conducted research it is Conclusion

suggested:

- When developing marker recognition methods, it is
necessary to develop an image preprocessing procedure
for forming front marker algorithms under different image
acquisition conditions;

- It is expedient to use genetic algorithms on
the basis of the best indicators of correct
segmentation and low processing times, at the stages of
segmentation, but it is necessary to develop
functions that correspond to the format of the markers
construction;

- Improve existing methods for processing
segmentation results based on a criterion base describing a
visual model representing a marker.

As a result of the analysis, the following conclusion
can be drawn. The fastest and the most accurate algorithm
with key points is the genetic algorithm (average time of
the algorithm is 5.23 seconds; the number of correct
answers is 84.25). The longest working time is the neural
network method — 8.45 seconds, the accuracy of this
algorithm is also the lowest — 52.

Another advantage of the point matching algorithm
is that if the object goes beyond the frame and then returns
again, the program will continue to track this object again.
This is supported by algorithms of machine learning. You
can also notice that the SIFT calculation works much
faster than fractal texture analysis.
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These results suggest that there are currently no From our point of view, one of the
methods for recognizing markers that allow for perspective directions is the wuse of Royan
recognition with a high accuracy of less than one unitina  methods, namely the development of target
short time. functions for accurate and fast recognition of images by

markers.
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JOCJAIKEHHA MOJEJIER TA METOAIB ObPOBKH 30bPA’KEHD TA HIJISIXHU
BAOCKOHAJIEHHA TEXHOJIOI'IM PO3INI3HABAHHSI MAPKEPIB B CUCTEMAX
JOITIOBHEHOI PEAJIBHOCTI

IIpeaMeToM TOCITIKEHHS B CTATTi € METOAM 00pOOKH 300paXKeHb, sIKi BUSABIISIIOTH 1 OMUCYIOTH JIOKAJIbHI O3HAKU 300paxeHHs. MeTa
po0OTH — BU3HAYEHHS IUIIXIB BJOCKOHAJICHHS METO/IB OOpOOKM 300pa’keHb JUIs 3aCTOCYBAHHS B TEXHOJIOTISAX pO3Mi3HABAaHHS
MapKepiB B CUCTEMaXx JOMOBHEHOI PEAIbHOCTI. B cTaTTi BUPILIYIOThCA HACTYIHI 3aBJAHHS: IIPOBECTH aHAJI3 ICHYIOUHX METOMIB Ta
AJITOPUTMIB IOIIYKY 00’ €KTIB Ha JBOMIPHAX 300payKeHHSX JUIsl BU3HAUCHHS 0a30BOI TEXHOJIOTI pO3Mi3HABaHHSA MapKepiB B CHCTEMax
JIOTIOBHEHOI peaJbHOCTi. AHANI3YIOThCSl TeHETHYHI, HEHPOHHOMEPE)KHI, CTATHCTHYHI Ta (paKTaJbHI METOIH, a TaKOX ITIXOAU IO
peaiizamii aJIrOpUTMIB TMPH MOOYAOBI MPOrpaMHOrO 3a0e3IleUeHHs CHCTEM JIONOBHEHOI peaibHOCTI. OTpHUMaHO HACTYIHI
pe3yJbTaTH: TIPOBEICHO OIIAN 1 MOPIBHAUIPHMI aHaNi3 OCHOBHUX BIiJOMHX aJTOPUTMIB JETEKTyBaHHS KIIOUYOBHX TOYOK Ha
300paxkeHHsX. [IpormoHyeTbes mpu po3poOlli METOAIB pO3Mi3HABAHHA MapKepiB HEOOXIIHO PO3POOHUTH MpOLELypYy MHOINEpeaHbOT
00poOku 300pakeHHS JUIs (OPMYBAaHHS QITOPUTMIB (POHTAIBLHOIO 300pakKCHHS MapKepa IpU pPI3HUX yMOBaxX OTPUMAHHS
300paxkeHb. Ha cTajmisx cerMmeHTaiil JOLUJIbHO BUKOPUCTOBYBAaTH TEHETHYHI aJTOPUTMH HA MiJCTaBl HaHKpalmuX MOKA3HHUKIB
MPaBUIIBHOI CErMEHTALlli Ta HU3bKUX MOKa3HHUKIB Yacy oOpoOKu, aje MpH IbOMY HEOOXiAHO po3poOuTH QyHKIMIT, sIKi BiAMOBIZAIOTH
(opmary moOyI0BH MapkepiB. BIockoHanuTH iCHYr0Ul METOIM 0OPOOKH pe3yabTaTiB CErMEHTAIlli Ha OCHOBI KpHUTEpiaJIbHOT 6331 110
OIUCY€ Bi3yaJbHY MOJENb, IO MpEICTaBiIsie Mapkep. BHCHOBKH: B pe3ynbTaTi NPOBEIEHHS aHANI3y MOXKHA 3pOOHTH HACTYIHHN
BHUCHOBOK. HalIIBUIINM 1 TOYHHUM aJTrOPUTMOM 3i ITOCTABJICHHSIM KIIFOYOBHX TOYOK € T€HETHYHHH aJrOpHUTM (CepenHiil uac poboTn
anroputMy — 5,23 ceKyHOH, KUTBKICTh MpaBUIBHUX BiamoBigei — 84,25). HalitpuBanimmuii 3a 4acoM poOOTH € METOJ HEHPOHHUX
Mepex — 8,45 cekyHI, TOUHICTH pOOOTH JAaHOTO ANTOPUTMY TeX HaitHmk4a — 52. lle oMHIM 3 TUTIOCIB alITOPUTMY 3iCTaBICHHS TOYOK
Te, IO SAKIIO 00'€KT BUIIE 3a MEXI KaJpy, a TIOTIM 3HOBY ITOBEpHETHCS, IIporpama Oyze 3HOBY IPOJOBXKYBATH BiJICIIIIKOBYBAaTH LIeH
00'ekT. L[pOMy CHPHSIOTH aNTOPUTMH MAIIMHHOTO HAaBYaHHSA. TakoX MOXKHA IOMITHTH, 10 oOuncieHHs meromoMm SIFT mpamtoe
3HAYHO MIBUANIE (PAKTAIBLHOIO aHami3y TekcTyp. JlaHi pe3ysibraTH TOBOpATH NpO Te, IO B JAaHWH 4Yac BIJCYTHI METOAU
po3Ii3HaBaHHS MapKepiB, IO TO3BOJIAIOTH 3 BUCOKOIO TOYHICTIO OJIMIKYE 10 OJMHHII 32 KOPOTKUK Yac MPOBECTH po3mizHaBaHHI. Ha
HaIll TIOTJISA OJHUM 3 TEPCHEKTHBHUX HAIMpPSIMKIB € BUKOPHCTaHHS POHOBHX METOJNIB, a caMe pO3poOKa WidbOBHX (YHKIH s
TOYHOTO 1 IIBUAKOTO PO3ITi3HABAHHS 300payKEHHS 32 MapKepaMH.

KnrouoBi ciioBa: nomoBHEHa peaybHICTB; Mapkep; Oe3MapkepHa TEXHOJIOTiS; JIECKPHUIITOP; OIOPHI TOYKH; IETEKTOp KYTiB
Xapica; reHeTH4HI anroputMHy; HeifpoHa mepexa; SIFT.

UCCJEIOBAHUE MOJEJIEM 1 METOJOB OBPABOTKH N30BPAKEHUHN U
ITYTU COBEPHIEHCTBOBAHUMS TEXHOJIOT'MU PACIIO3HABAHUA
MAPKEPOB B CUCTEMAX JONOJHEHHOHN PEAJIBHOCTH

IIpeqvMeToM HcCIEOBaHUS B CTAaThe SBISIOTCS METOABI 00pabOTKH M300pakeHMs, KOTOPhIE BBIIBISIIOT M OMHCHIBAIOT JIOKATHHBIE
npu3Haku un3obpaxkenus. Lleqb pabGoTbl — ompeneneHHe MyTel COBEPIICHCTBOBAHUS METOIOB OOpaOOTKM H300paXKeHWH Juis
MIPUMEHEHHsI B TEXHOJOTHSIX PACHO3HABAaHMS MapKepoOB B CHCTEMax AOMOIHEHHON pealbHOCTH. B cTaThe pemraioTcs ciemyromue
3aJa4d: TIPOBECTH AHAIN3 CYMIECTBYIOMNX METOAOB M aITOPUTMOB IIOMCKa OOBEKTOB HAa JBYXMEPHBIX H300paXKEHHAX IS
ompenesneHus 0a30BOM TEXHOJOTHMM pACIO3HaBaHUS MapKepoB B CHCTeMax JOIOJHEHHOM pealbHOCTH. AHaIU3UPYIOTCA
TeHEeTHYEeCKUe, HeHPOHHOCETEBbIe, CTATUCTHYECKHE M (hpaKTajJbHBIE METONBI, a TaKXKe MOAXOMbl K peajH3alluy ajJrOPUTMOB IIPU
MOCTPOEGHUH NPOTPAMMHOTO OOECICYEHHSI CHCTEM [OIOJIHEHHOH peanbHOCTH. [onydeHsl ciemyroliue pe3yJbTaTbl: HPOBEAEH
OCMOTp W CPaBHUTENBHBIH aHAJIM3 OCHOBHBIX M3BECTHBIX AJITOPHTMOB JAETEKTHPOBAHUS KIIOUEBBIX TOYEK Ha M300paxeHHsx. [Ipu
pa3paboTKe METOJOB PACHO3HABAHUS MapKepOB HEOOXOAMMO pa3paboTaTh MPOLEAYPY MPEeNBApUTENHHON 00pabOTKH H300paKeHUS
11t ()OPMHUPOBAHUS ANTOPUTMOB (DPOHTATEHOTO M300pakKeHMST MapKepa IPH Pa3lIHYHBIX YCIOBHUSX HONydeHHs m3oOpaxennil. Ha
CTaNsAX CETMEHTAINH IIeIeCO00pa3HO HCIIOIb30BaTh T€HETHIECKHE AITOPHTMBI Ha OCHOBAHMH JTyUIINX IOKa3aTelel MpaBHIBHOI
CerMEHTAllM W HU3KUX I[IOKa3aTesleil BpeMeHH OOpabOTKH, HO TPH 3TOM HEOOXOAMMO pa3paboTaTe (YHKIUH, KOTOpEIE
COOTBETCTBYIOT ()OpPMATy IIOCTPOCHHS MAapKepOB. YCOBEPIUEHCTBOBATh CYILIEGCTBYIOIIME METOAbl 00pabOTKH pe3yJbTaToB
CerMEHTAllM Ha OCHOBE KPHUTEPHAIBHOW 0a3bl ONMMCHIBAIOUIMH BU3YaJIbHYIO MOJENb, NPEACTABIAIOMAs Mapkep. BbIBoasl: B
pe3ynbTaTe NPOBENCHHS aHAM3a MOXKHO clenaTh cleayromuid BbBoA. CamblM OBICTPHIM M TOYHBIM METOJOM C ITOCTAHOBKOW
KITFOYEBBIX TOUCK SBISIETCS T€HETHYECKUIl aNropuT™ (CpeHee BpeMs padoThl anroput™a — 5,23 ceKyHAbI, KOIHYECTBO MPaBUIBHBIX
orBeToB — 84,25). Camblif M0 BpeMeHH padOTHI ABISETCS METOA HEHPOHHBIX ceTel — 8,45 CeKyHJ, TOYHOCTH PabOTHI JAHHOTO
aNTOpUTMa TOXKEe camas Hu3Kas — 52. Eme oJHHM M3 IUTIOCOB alTOPUTMA COMOCTABIICHUS] TOYEK TOM, UTO €CIHM OOBEKT BBIIIET 3a
Hpezelbl Kajipa, a 3aTeM CHOBAa BEPHETCs, NMporpamMa OyJeT CHOBa MPOJOJDKATH OTCIEKHBATh ITOT 0OBEKT. ITOMY CHOCOOCTBYIOT
AITOPUTMBI MAaIIMHHOTO OOyuyeHHus. Takke MOXHO 3aMeTHTh, uTo BblumcieHus MerogoMm SIFT paGoraer 3HauuTensHO ObICTpee
d)paKTaJ'[bHOl"O aHaJin3a TEKCTYp. ﬂaHHbIe PE3YNILTATBI TOBOPAT O TOM, YTO B HACTOALIEE BPEMS OTCYTCTBYIOT METOJbI PAaCllIO3HABAHUA
MapKepoB, MO3BOJIAIOMINX C BHICOKOH TOYHOCTBHIO OJIFDKE K €MHUIE 32 KOPOTKOE BpeMs NMPOBECTH pacno3HaBaHms. Ha Hamr B3rimsig
OJTHAM W3 MEpPCTICKTUBHBIX HAIIPABICHUH SBISETCS MCHOIB30BAaHNE POEBEIX METONOB, @ IMEHHO pa3paboTKa IeNeBBIX (PYHKIMHA Uit
TOYHOTO ¥ OBICTPOTO PACIIO3HABAHUS H300PAKEHHS C MAPKEPAMH.

KnioueBbie cjI0Ba: JONOMHEHHAS PealbHOCTh; MapKep; Oe3MapKepHasi TEXHOJOTHS, JIECKPHUITOP; OIOPHBIE TOUKHU; JETEKTOp
yrioB Xappuca; reHeTHUeCKHe allrOpUTMbI; HelipoHHas cetb; SIFT.




