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PERIOD OF TIME

The article deals with the processes of data transmission on computer networks in terms of functional and non-functional indicators of
network performance. The purpose of the work is to formalize the characteristics of the computer network that are taken into account
in the simulation method and to demonstrate the operation of the method using a test case. The following tasks are solved in the
article: substantiation of necessity of application of modeling methods during modernization of computer networks; determining the
characteristics of a computer network that affect data transmission processes; formalization of indicators that will be directly applied
in the modeling process; description of the test case for the model; iterative simulation of network operation. The following research
methods are used: basics of system analysis, models of network functioning, simulation modeling method. The following results
were obtained: a computer network considered for functional and non-functional performance characteristics, highlighted
characteristics that affect the quality of service delivery, and those that affect the cost of the network topology built. Formulas for
calculating the amount of information resource of a network are presented. Formulas for calculating the amount of information
resource of a network are presented. The list of basic network characteristics that should be taken into account when modeling
network load is justified. Test bench for model work is described. An illustrative example of using a test-based simulation method is
calculated. Conclusions: It is concluded that taking into account a large number of network performance indicators will overload the
modeling process and it is decided to choose universal indicators of a computer network, which would not depend on the topology of
its construction or the type of protocol used. The ability to create a simulation model of a computer network for use in predicting
network behaviour when changing the number of requests has been confirmed. Further development of the method will allow us to

predict the times of network congestion requests to improve the efficiency of the computer network being upgraded.
Keywords: computer network; simulation; system dynamics; osi model; traffic.

Introduction

The popularity of Internet telephony has led to the
transition to the introduction of services such as video
conferencing. This has opened up new horizons for the
development of network technologies in the form of
"streaming"  (streaming) services that allow the
transmission of video without loss of quality in online
mode to the computers of millions of viewers
simultaneously [1]. This creates a huge need to upgrade
existing networks both at the software and physical levels.
Any network upgrade is a complex and costly process, so
solving the problem of reducing the cost of network
upgrades is vital for any business looking to optimize their
costs [2].

Analysis of recent research and publications

[10, 11]. Modeling agents are used to portray
decentralized, intelligent systems to obtain information
about the interaction of its components [12].

Highlighting unresolved parts of a common problem.
The goal of the work

According to  various sources such as
internetworldstats.com [3], Cisco [4], Nokia and others,
the growth of computer network traffic show a tenfold
growth trend over the last decade, with the upward trend
increasing year by year. This trend creates the conditions
for the development of such areas of research as the
analytics of computer networks and network traffic [5, 6].

Network simulations are based on simulation
models, which are divided into four main types: discrete
event models, system dynamics models, dynamic systems
modeling, and modeling agents. [7].

System dynamics is a powerful tool for the study of
dynamic processes, which allows simulating complex
feedback systems [8]. Discrete-event modeling is used if
the state of the system changes instantly at appropriate
intervals [9]. Dynamic systems’ modeling allows us to
describe processes in the form of algebraic equations,
algorithms, block diagrams and differential equations

However, modeling the behaviour of computer
networks (CNs) over a period of time is an urgent and
unresolved problem. Within the specified subject area, it
is possible to analyze the network from different
perspectives on its functional properties. One such feature
is network load over a period of time. According to the
results of a previous study, network traffic is a predictable
value over time, so it can be used as a fixed value [13].
This opens up the possibility to apply not only agent
modeling to computer networks but also methods of
constructing simulation models.

The purpose of the article is to formalize the
characteristics of a computer network, which are taken
into account in the simulation method, and to demonstrate
the operation of the method using a test example. An
illustrative example of how this method works will
partially simulate the behaviour of a computer network,
which in turn will help solve complex business issues
related to the allocation of resources for network
upgrades [2].

The following tasks are solved:

- substantiation of necessity of application of
modeling methods during modernization of computer
networks;

- determining the characteristics of a computer
network that affect data transmission processes;

- formalization of indicators that will be directly
applied in the modeling process;

- a description of a test case for the model;
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- iterative simulation of network operation.

Materials and methods

When analyzing the effectiveness of CN, it is
necessary to consider comprehensively all the factors that
affect the quality of its functioning [14]. Let us denote the
total set of partial indicators Q. It consists of subsets of

different sets of metrics Q, (both technical and cost):

e=Ue,., @

JEi

where Q, — a group of indicators of the evaluation of the

functioning of the CN technical equipment; Q, — a set of
indicators for evaluating the functioning of the CN system
software; Qs —a group of indicators for estimating the cost

of sharing information between nodes; Q, — a group of
cost estimators for upgrading and extending CN nodes; Qs

— a group of indicators of costs for the adaptation of CN
software.

Comprehensive  consideration of all possible
indicators is difficult, so to evaluate the main indicators, it
is proposed to select of one main indicator Qg; €Q; in

each subset Q i

Thus, when it comes to user load, it is important to
consider the following characteristics of a computer
network, namely:

- the capacity of the communication channels;

- delays in data transmission;

- quality of service;

- the number of errors during transmission;

- the cost of building communication channels;

- cost of network nodes.

It is especially important to consider the importance
of the network topology as well as the quality and type of
communication nodes. Network nodes refer to routers.
Industrial routers have the following specifications:

- transmission standard: 3G, 4G (LTE), etc.;

- download speed from the network;

- download speed to the network;

- number of connection ports;

- wireless connection;

- presence of Firewall;

- VPN availability [15].

Also, from a business perspective, routers have a
number of physical characteristics that do not affect the
data transfer process but significantly affect the cost of a
particular device. Physical characteristics are taken into
account as follows:

- the operating temperature of the device;

- security of the device from physical impact;

- the size of the device.

All this is important to consider when choosing a
particular communication device. For the provider,
choosing to route and switching devices is the most
difficult and important. Since it is not enough to choose
the "best" of the possible options, it is worth choosing the

best ones. This allows you to use the most profitable
equipment and minimize the cost of purchasing and
maintaining it.

As it was previously stated, the network is not a
standalone system because it works with the input stream -
the data transfer requirements. Therefore, the amount of
data that must be transmitted over time and at a particular
time is an integral feature of a computer network. For
further consideration, we can state that:

- the input stream is statistically predictable;

- its frequency can be proven over a period of time;

- its structure is not unique and a certain trend
persists despite the geographical location of users;

-the use of the input stream allows building
simulation behaviour of the transport network [12].

Because the features of a computer network can be
represented by a set of seven levels of OSI, the
characteristics are subdivided into those that relate to each
individual layer. A generic characteristic that is inherent in
each layer and depends on the architecture, physical and
protocol characteristics of the network is an Information
Resource (IR). It is measured by the number of N-level
information units provided by the network per time unit
[16]. Denote the information resource (IR) provided by
the N-level network

RM :r(N)(p(N)) (2)

where rN) and p(N) — respectively, the nodal and

communication parameters of the network at the level N.

Since the network model is based on the first four
levels of the OSI model, let's look at the characteristics of
these levels.

At the physical level, the following characteristics
can be distinguished:

-V — data transfer speed;

- | — the size of the data block;

- P — probability of data error/distortion.

Then the volume of IR at the physical level [17]:

RO :V (1-P) . @)
8l

Define the characteristics of the channel layer:

- | — the number of bytes in the frame;

- t™ — switching time of modems;

- p — the probability of distortion of the frame;

- t* — time to receive confirmation of frame sending;

- n — number of physical connections.

Then the size of the information resource at the
channel layer:

n

8I(1-p)ED_RUDV,
i=1 =1

2" +t° +70(6+1 )

R® = ! , (4)

where E-frame size.

At the network level, the most important feature is
the protocol structure. This layer virtual channel provides
a formula-based IR network [18]:
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where m — the number of second-tier channels that provide
frames to the virtual channel j;

U® - characteristics of the network channel; E{,

U — characteristics of the structure of the main protocol

packet.

The transport layer is responsible for the
communication of the network ports. The transport station
has a volume of resources

Kk
Y[RP(EP-UP) -1k

R® = Ent| =

EY +7 %

. (6)

where k — the number of buffered packets of the transport
station; |, — the standard size of the transport box

management team; e,— the number of unit packets

allocated to manage and compile higher levels.

The generalized structure of characteristics
associated with certain levels of the OSI model is shown
in fig.1.

commands to
manage
transport box )
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managing packsts
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network channel bytes in frame |
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Fig. 1. Characteristics of the lower levels of the OSI model

However, all these characteristics are specific and
complicate the modeling process. To simplify the model,
it was decided to use abstractions of these characteristics
that aggregate several properties at once, or even ignore
some of them. The general characteristics of the transport
network that will be used for the simulation are given
below.

1) Bandwidth is the most important feature of a
channel, but it does not characterize other network
components. The bandwidth alone is not suitable for
modeling network behaviour since it is not used in this
way to provide services to end-users. Usually, the term
Channel Capacity is wused to estimate connection
speed [19].

2) Channel power is theoretically the maximum
bitrate for data transmission over a communication
channel. Because of data transmission errors, using the
maximum channel power, the concept of Shannon's
channel capacity was introduced, which is theoretically
the maximum bitrate for transmitting data to a
communication channel without significant errors.
Although in fact the Shannon channel power may be

exceeded, this usually results in higher losses and does not
require a higher transmission rate, this phenomenon is also
known as the Shannon law.

Channel power (C) will be further determined by the
formula:

C =Blog, (1+SNR),, )

where B — channel bandwidth, SNR — signal noise ratio
(the higher this characteristic, the less noise affects the
channel characteristics).

As the channel power is directly proportional to
bandwidth, it is often referred to as digital bandwidth. In
the future, the bandwidth will mean the Shannon channel
power.

3) Latency is an indicator of poor service quality.
Delays occur when an attempt is made to transmit data
over the bandwidth of a channel. Too much delay causes
network congestion, which in turn leads to packets being
lost or even blocking the connection. In [2] it is stated that
the delay can be calculated using the bandwidth and
volume requirements for transmission by the specified
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channel. The delay on the channel s is defined by the
following formula:

(8)

where B, — channel bandwidth ¢; df; — channel input

stream c.

4) Quality of service is an agreement on the
provision of data transmission services over a network.
The term also means the probability of a data packet
between two nodes in the network. Usually, the quality of
service depends on bandwidth, delay, and jitter and packet
loss. Most of the quality of service depends on such
network services as:

- streaming multimedia programs;

- VoIP telephony;

Fig. 2. Test topology of the network

Fig. 2 shows a test layout of a computer network in
its original state. The nodes of the graph are the computer
network routers and the edges are the communication
channels, respectively. Each of the edges is indicated by
its maximum channel capacity.

2. The next step is to select the input for modeling.
We choose the structure of the input data according to the

- remote control;

- and other.

5) The volume of errors during transmission is a
generalized parameter that aggregates all kinds of errors
that occur during data transmission, such as packet loss,
data corruption, etc.

Research results and their discussion

Here is an example of modeling computer network
behavior using the method of predicting the above
characteristics [2].

1. The first step in the method is to describe the
network topology, that is, the geographical location of the
nodes and communication channels. Consider a simplified
version of the network topology shown in fig. 2.

average load on computer networks in the world [12].
Fig. 3 illustrates the structure of computer network traffic
throughout the day. An indirect traffic structure was also
built on the basis of information from the world's largest
hubs.
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Fig. 3. Average daily computer network traffic
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In the future, we will consider as the main
requirement for data transmission the amount of
information that must be transmitted within the specified
period of time. Taken into account that the test layout
shows the absolute values, and in fig. 3 relative, before
using they must be bound to the absolute values of the
coefficients in fig. 3. We assume that the value of -2.00
equals 0 data transmission requirements and the value of

Amount of input data

Fig 4. Structure of input data for modeling

3. Distribution of requests for transfer of data by
directions. Directions for data transmission will share this
load among themselves and can be presented as a table of
distribution of requests for data transmission (table 1).

Table 1. Distribution of requests for transfer of data

Direction 10 am 2pm 4 pm 8 pm 10 pm
1 5 7 3 7 5
2 1 3 3 1
0.2

Fig 5. Data transmission routes at the first iteration

5. The next step is to saturate the specified edges
with the data transmission requirements of table 1.
According to the algorithm, the requirements are
distributed taking into account the "popularity” of the data
transmission route. Popularity is the frequency of use of a
route during a single data session. The higher is the

+2.00 equals 120 data transmission requirements. One
transfer requirement is equal to 1Mbit / s bitrate.

For the most ostentatious demonstration of the
method, taking into account the differences in network
traffic, we take as a basis the time interval from 10 hours
to 22, conditionally simplifying it to five iterations of
modeling, where each iteration represents the peak value
of traffic dynamics (fig. 4).

Time of day (hours)

According to Table 1, there will be two data sessions
during the simulation, with the second session ending at 8
pm.

Let the first direction go from zero to the fifth node,
and the second direction from the first to the fourth.

4. Construction of the first variant of data
transmission routes. At the beginning of the modeling,
two routes will be constructed using the Dijkstra
algorithm (fig. 5). The solid line shows the route of the
first direction, and the dotted line indicates the second,
respectively.

popularity, the greater is the proportion of the request will
be passed along this route. Since only one route was found
in the first iteration for each transmission direction, it will
pass 100% of each request.

The state of the network after saturation is shown in
fig. 6.
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Fig 6. A network saturated with data transfer requirements

Thus, this state of the network is the initial

information for the next iteration calculations.

6. It is also important to adjust the table of
distribution of requests for data transmission according to
the probable losses on the link layer of the transport
network. Consider a conditional loss ratio of 15%
[Statistical estimation of TCP packet loss rate from
sampled ACK packets] from the specified level of data
transfer requirements. On this basis, table 1 after the first
iteration will look as shown in table 2.

Fig. 7. Network before the second modelling iteration

At this stage, the Dijkstra algorithm is again applied,
but since we look for i routes at every i-th iteration, we

Table 2. Distribution of data requests after the first iteration

Direction 10 am 2pm 4 pm 8 pm 10 pm
1 5 7.75 3 7 5
2 1 3.15 3 1

0.07

The state of the network at the second iteration of the
simulation (according to the formula of calculation of
delays on the communication channels) is shown in fig. 7.

will now look for two routes for each direction of data
transfer (fig. 8).

P _@m —Q
% 0.5 B
o — |
(2 0.05 —0

Fig. 8. Data transmission routes on the second iteration
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As can be seen from fig. 8, the routes for the second
transfer direction remained unchanged, route 1 - 3 - 4
remained the shortest, but for the first direction two routes
were constructed, 0 - 1 - 3 - 5 remained unchanged from
the first iteration, and the new route 0 -4 - 5.

7. Next, we move to saturation of the network with
data transfer requirements, but now the requirements for
the first direction will be divided into two routes (fig. 9).

Fig. 9. The network saturated with data transfer requirements

The last step in this iteration will be the summarized or aggregated into abstract metrics for the

redistribution of table 2 according to the channel layer
losses (table 3).

Table 3. Distribution of data requests after the second iteration

computer network.
A demonstration of a pre-built model was performed
on a test bench data that was collected based on existing

network traffic statistics in the world. As the method does

L not currently include modeling of transport behavior of
Direction | 10am | 2pm | 4pm | 8pm | 10pm the OSI model, it is not possible to illustrate the model
1 5 775 41625 7 5 adequately. In the following, the calculated model of the

2 1 3.15 3,4725 1 transport layer of the computer network will be added to

the proposed method. It will be implemented as a "floating
window" for traffic redistribution that cannot be
transmitted at a specific iteration of the model due to low
network bandwidth, high data transfer requirements, etc.
This will allow you to analyze the behavior of the network

All subsequent iterations of the model can be
calculated in the same way.

Conclusions

on examples of overloads that will occur in the model and

The main features of computer network performance  in the real computer network.

were discussed. To simplify the simulation and to make
the method more versatile, the characteristics were
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MOJEJIOBAHHSI TAPAMETPIB HABAHTAKEHHSA KOMIT'IOTEPHOI MEPEXI
MMPOTAI'OM 3AJJAHOT O ITEPIOZY HACY

IIpeamMeToM [OCTI/UKEHHS B CTAaTTi € MPOLECH Iepeadi JaHUX B KOMIT'IOTEPHHX Mepexax 3 HOrjisay Ha (yHKIIOHAIBHI Ta
He(yHKIIOHAIBHI TIOKa3HUKHU SKOCTI poOoTH Mepexi. Mera pobotu — ¢dopmarizamis XapakTepUCTHK KOMIT IOTEPHOI Mepexi, sKi
BPaxXOBYIOTbCS B METOJi MOJENIOBaHHS Ta JEMOHCTpAllis pOOOTH METOJy 3a JONOMOIrOI TECTOBOrO MNpHKIany. B crarti
BUPIIIYIOTECS. HACTYIHI 3aBJAHHSA: OOIPYHTYBaHHS HEOOXiJHOCTI 3aCTOCYBAaHHS METOIIB MOJENIOBAHHS IiJ 4ac MOJEepHi3aril
KOMIT'IOTCPHHX MEPEkK; BU3HAUCHHS XapPaKTCPHCTHK KOMIT IOTEPHOI MEpexi, sSKi MalTh BIUIMB HAa MPOILECH Iepeladi TaHuX;
(dopmarizallis MOKa3HHKIB, sIKi OyIyTh 0€3MOCEPEHBO 3aCTOCOBYBATUCS B IPOIECI MOJCITIOBAHHS; OIUC TECTOBOTO MPUKIATY IS
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poboTu Mojeni; iTepaTHBHE iMiTalilfHe MOJENIOBaHHSI POOOTH Mepexki. BHKOPHCTOBYIOTBCS TaKi METOIM IOCII/PKCHHS: OCHOBH
CHCTEMHOTO aHalli3y, Mojeli (YHKIIOHYBaHHS Mepexki, MeTox iMmiramifHoro monemoBaHHsA. OTPHMaHO HACTYNHI pPe3yJIbTATH:
KOMIT'IOTEPHA Mepeka pO3rsiHyTa 3 00Ky (YHKIIOHAJBHMX Ta HE()YHKIIOHANBHUX XapaKTepPHCTHK e(eKTHBHOCTI, BHAiIEHI
XapaKTepPHUCTUKY, SKi BIUIMBAIOTh Ha SIKICTh HAaJaHHS IOCIYT, a TAaKOX TakKi, IO BIUIMBAIOTH Ha BapTiCTh NMOOYHOBAaHOI MepekeBOl
tonostorii. Ilpencrasneni ¢opmynu oGuucieHHs obcsary iHdopmamiiiHOro pecypcy Mepexi. OOGIpyHTOBaHO MeEpeNlik OCHOBHUX
XapaKTEePUCTHK MEPEeXi, SKi MaloTh OYTH YpaxOBaHI IpU MOIETIOBAHHI HaBaHTaXEHHS Mepexki. OMUCaHWi TECTOBHU CTEHI AT
pobotu moxenmi. Po3paxoBaHuil iMIOCTpaTUBHHN INpUMEp BUKOPUCTAHHA METOAY MOJCTIOBAHHS Ha OCHOBI TECTOBHUX [aHHX.
BucHoBku: 3po0iaeHO BHCHOBOK, IO YPaxyBaHHS BEJIHKOi MHOXKUHH IOKAa3HUKIB €(EKTHBHOCTI MEpeXi MEepeBaHTaXUTh IPOIEC
MOJIEIOBaHHS Ta NMPUHHATO DIllIeHHS OOpaTH 3arajJbHO-yHIBepCAJIbHI IOKa3HUKH KOMII'IOTEpPHOI Mepexi, ki 0 He 3ajexanu Bif
po6oTH KOMIT'TOTepHOI Mepexi Mt 1l BUKOPHCTAHHS IPH NPOTHO3YBaHHI ITOBEIIHKM Mepei Ml Jac 3MiHH KUIBKOCTI 3allHTiB.
IMomanpmmii PO3BUTOK METOAY JIO3BOJMTH IIPOTHO3YBAaTM MOMEHTH MEpPEBAaHTAKEHHS Mepeki 3almuTaMd Ul ITiABUIICHHS
e(eKTHBHOCTI BUKOPUCTAHHS KOMIIT FOTEPHOI MEPEeKi, [0 MOAEPHI3YEThCS.
Kurouogi ciioBa: koM 10TepHa Mepexa; iMiTalliiiHe MOAETIOBaHH; CHCTeMHa TuHamika; moaenb OSI; Tpadik.

MOJIEJIMPOBAHUE ITAPAMETPOB HATPY3KH KOMIIBIOTEPHO CETU B
TEYEHUME 3AJAHHOI'O IIEPUOJIA BPEMEHU

IIpeameToM wmcclienoBaHMS B CTaThe SIBIMIOTCS IIPOLECCHl Nepeadd JAHHBIX B KOMIBIOTEPHBIX CETSAX C TOYKM 3pPEHUS Ha
(GyHKUMOHATIBHBIE W HeyHKIMOHAIBHBIE ITOKa3aTelHM KadecTBa pabotsl cetd. lleas paboTel — (opMammsanus XapaKTepHUCTHK
KOMIIBIOTEPHOH CETH, KOTOPBIE YUUTBHIBAIOTCSI B METOJIE€ MOJEIHPOBAHHSA U JAEMOHCTPALM PabOThI METOJa C MOMOIIBIO TECTOBOTO
npuMepa. B cratee pematoTcs cnemyromue 3agadyd: 00OCHOBaHHME HEOOXOAMMOCTH NPHMEHEHHS METOAOB MOJEIHPOBAHHSA IIPU
MOJICpHHU3aLlUU KOMIIBIOTEPHBIX CETEH; ONpeNIeNICHUsI XapaKTePUCTUK KOMIIBIOTEPHOMN CETH, KOTOPbIE BIMSAIOT Ha MPOLECCH] IIepeiaun
JaHHBIX; (OopMalM3alys IOKa3aTeNlei, KOTopsle OyAyT HEIMOCPEACTBEHHO HMPUMEHSATHCS B IPOLIECCE MOJCIMPOBAHUS; ONHCAHHUE
TECTOBOTO IpUMepa A paboThl MOJEIH; UTEPATHBHOE MMUTAI[IOHHOE MOJICIINPOBaHKe paboTHI ceTH. VICTIONb3yIOTCs TaKue MeTOABI
HCCIIEIOBAaHMS: OCHOBBI CHCTEMHOTO aHaiIn3a, MOJAENH (DYHKIMOHMPOBAHHS CETH, METOJ HWMHUTAI[MOHHOTO MOJICIHPOBAHMUS.
IMomy4ens! crnemyromue pe3yJbTaThl: KOMIBIOTEPHAs CETh PACCMOTPEHA CO CTOPOHBI (DYHKIMOHAIBHBIX U HE(yHKIIMOHAIBHBIX
XapaKTepUCTUK 3P (PEKTUBHOCTHU, BBIICICHHBIE XapaKTEPUCTHKH, KOTOPHIE BIHMSAIOT HAa Ka4eCTBO MPEJOCTaBICHHUS YCIYT, a TaKkKe Te,
KOTOpBIE BIUSIOT HAa CTOMMOCTB IIOCTPOGHHOHW ceTeBoi Tomonoruu. IlpencraBieHHble (GOpPMYNBI BBIUHCICHHA 0OOBEMa
nHpopmarmonHoro pecypca cerd. OGOCHOBAaHHO NEPEUeHb OCHOBHBIX XapaKTEPUCTHK CETH, KOTOPHIE JODKHBI OBITH YYTEHBI HPH
MOJEIUPOBAaHUN Harpy3ku cetd. ONHCaHHBIA TECTOBBI CTEHA Ui pabOTHl Mojenu. PaccuWTaH WILIIOCTPaTHUBHBINA IpHMeEp
HCTIOBb30BaHMs METOJ]a MOJAEINPOBaHHsI Ha OCHOBE TECTOBBIX NAaHHBIX. BBIBOABI: ClenaH BBIBOA, YTO y4eT OOJBIIOrO MHOXECTBA
nokaszaresiedl 3Q(EeKTHBHOCTH CeTH Teperpy3uT IPOIecc MOACIUPOBAHMS WM HPHUHATO pelleHHe H30paTh oOIie-yHUBEpCaIbHEIC
MIOKA3aTeNId KOMIIBIOTEPHOI CeTH, KOTOpble Obl HE 3aBHCEIM OT TOIOJIOTMM €€ IMOCTPOEHHs, WIM THUMa IMPOTOKOJA, KOTOPBIH
ucrnonb3yercs. [TonTBepx/eHa BO3MOXKHOCTb CO3AaHNsI IMUTAIIMOHHOH MOIENN paboThl KOMITBIOTEPHOH CEeTH AT €€ NCIIOIb30BaHMUs
NP TPOTHO3MPOBAHWM MOBEJICHMS CETH IPH W3MEHEHWH KOJHMYeCTBa 3ampocoB. JlambHeilmee pa3BUTHE METOAA MO3BOJIHT
MIPOTHO3MPOBATH MOMEHTHI NEPETPy3KH CETH 3allpOCaMU ISl MOBBIMIEHHS 3()(EKTHBHOCTH HCHONB30BAHHUS KOMITBIOTEPHOU CETH,
KOTOpast MOJICPHU3UPYETCSI.
KunroueBsbie ci10Ba: KOMITBIOTEpHAS CETh; MIMHTAIIMOHHOE MOJICIIPOBAHUE; CUCTEMHas uHaMuKa; Mojens OSI; Tpaduk.
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