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MODEL OF DATA TRAFFIC QOS FAST REROUTING IN INFOCOMMUNICATION
NETWORKS

The subject of research in the article is the processes of fast rerouting with the protection of the Quality of Service level in
infocommunication networks. The aim of the work is the development of a mathematical model of Fast ReRouting with the
protection of the Quality of Service level by the bandwidth and probability of packet loss for data traffic. The following tasks are
solved in the article: development and research of a fast rerouting flow-based model with the protection of the Quality of Service level
of data traffic in the infocommunication network. The following methods are used: the graph theory, the teletraffic theory, the
queuing theory, and mathematical programming methods. The following results were obtained: the fast rerouting flow-based model
was developed and investigated, which, due to the introduced protection conditions on indicators of bandwidth and packet loss
probability, allows providing the Quality of Service along both the primary and backup multipath. Conclusions: Within the
framework of the proposed flow-based model, the fast rerouting technological task was formulated as an optimization problem with
the constraints of the conditions of implementation of the multipath routing strategy, conditions of flow conservation, and conditions
of protection of the link, node, and level of Quality of Service in terms of bandwidth and packet loss probability. The application of
this solution contributes to the optimal use of the available network resource while providing the specified level of Quality of Service
in terms of bandwidth and probability of packet loss along both the primary and backup routes in the case of a failure of the
infocommunication network elements. The proposed flow-based model can be used as the basis of the algorithmic software of
existing routers and/or controllers of Software-Defined Networks, which are responsible for the calculation of the primary and backup

paths in the fast rerouting of data traffic sensitive to such Quality of Service indicators as bandwidth and packet loss probability.
Keywords: fast rerouting; Quality of Service; bandwidth; packet loss probability.

Introduction

One of the important tendencies in the development
of infocommunications is the design of fault-tolerant
networks, capable of maintaining their high efficiency in
conditions of probable failures of switching equipment,
which can be caused by hardware and software failures,
network attacks, natural disasters, fighting, etc. [1-7].
The solution of this important scientific and applied
problem requires the coordinated work of all available
functional technological and protocol means of the Open
Systems Interconnection (OSI) reference model. At the
Network Layer, the key role is played by protocols and
methods of fast rerouting (Fast ReRouting, FRR), when
not only the primary but also the set of backup routes are
switched on for packet transfer, when the primary route or
its individual elements — nodes and/or links [8-14] fail.
Therefore, the backup path does not have to intersect with
the primary path for protected (redundant) network
elements [11-14].

Often, the backup path requires Quality of Service
(QoS) level to be at least as high as that achieved when
using the primary path. The analysis performed
[4, 11-14] showed that this was generally concerned with
the protection of network bandwidth, which is one of the
main QoS indicators. However, a priority area for the
development of fast rerouting facilities, especially in
multiservice infocommunication networks (ICNs), is to
expand the list of Quality of Service indicators for which
values are protected along the primary path with adequate
reservation of the network resource [15-19]. Reserving
network bandwidth, as a primary Quality of Service
indicator, should be complemented by the protection of
other key QoS indicators, such as average delay, jitter, and
packet loss, which is especially important when
transmitting multimedia traffic. These requirements and
aspects should be taken into account at the level of

modification of mathematical models and methods, which
is the theoretical and algorithmic-software basis of
promising rapid routing protocols with the protection of
the Quality of Service over the set of indicators.

Analysis of existing solutions of fast rerouting in
infocommunication networks

It should be noted that there are a number of works
that address solutions for fast rerouting with the
implementation of the link, node, path, and even
bandwidth protection schemes [4-7, 11-14]. The
advantages of these solutions are optimization statement
and solving of the fast rerouting task. In this case, the
formulation of fast rerouting tasks in the form of linear
programming problems is positively reflected in reducing
the computational complexity of further protocol
implementation of the proposed solutions. However,
these solutions, which are represented by the
corresponding mathematical models and methods, are
mostly limited to the case of single path routing of packet
flows in the network. This significantly improves the load
balancing of the available network resource and the
overall Quality of Service. In [14], we succeeded in
adapting the solution of the problem of multipath fast
rerouting with elements and bandwidth protection
of the ICN while maintaining the linearity of the
mathematical model used due to some expansion of the
number of control routing variables that govern the result
of solving the task.  The common disadvantages
of this class of fast rerouting methods can also be
attributed to the protection of only one QoS metric — ICN
bandwidth.

Solutions that are focused on protecting the Quality
of Service on several QoS indicators are presented in
[15-17]. Thus, in [15] it is proposed to carry out the
coordinated solution of the problems of load balancing on
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the basis of the concept of Traffic Engineering, ensuring
the level of Quality of Service of the traffic of different
classes and restoration after failures in Software-Defied
Networks. In order to extend the QoS indicators that are
subject to protection during fast rerouting, tensor models
and methods are proposed in [16, 17] to protect the level
of Quality of Service through the bandwidth and average
end-to-end packet delay, which is particularly important
when serving multimedia flows. In addition, [18]
proposed a solution to the problem of fast rerouting of
VolIP flows with protection of the Quality of Service,
which is perceived at the level of the user
(Quality of Experience, QOoE), according to the quality
rating R. On the other hand, for data traffic is not critical
the controlling of the growth of packet delay,
but it is important to ensure that it has an acceptable
packet loss rate [19, 20]. Therefore, the aim of the work is
the development of a mathematical model of Fast
ReRouting with the protection of the Quality of Service
level by bandwidth and packet loss probability for data
traffic.

Fast rerouting flow-based model with the protection of
the Quality of Service level by the bandwidth and
probability of packet loss

Suppose, within the framework of the selected fast
rerouting model [16, 17], the structure of the
infocommuncation network is described by a graph

r=U,Vv) where U ={ui; i =1_m} is the set of vertices

modeling the routers and V ={(i,j); i, j=Lm;i= j} is

the set of arcs representing the communication links in the
ICN. Then each k-th flow transmitted in the network is

associated with a number of functional parameters: s, —
the source node; d, — the destination node; K - the set

of flows transmitted over the network ( keK ). Each link
bandwidth (i, j) €V will be defined as o, ; and measured
in packets per second (1/s). It should be noted that each

node (router) of the network has several interfaces through
which it transmits packets to its neighbor incident nodes.

Then ¢, ; actually determines the bandwidth of the j-th

interface of the i -th node.

In order to implement fast rerouting on the network
[11, 14], it is necessary to provide the calculation of two
types of routing variables x, and X', each of which

characterizes the intensity of the k-th packet flow
transmitted in the communication link (i, j) eV that is

included in the primary or backup route, respectively. A
number of constraints are imposed on the control variables
entered according to their physical meaning. Therefore, in
case of implementation a multipath routing strategy, the
following conditions must be met:

0<x <1 and 0<X* <1. )

LY LY

To ensure consistency in the calculation of the
routing variables responsible for implementing fast

rerouting on the network, it is important to ensure that the
flow conditions are met, taking into account the possible
packet loss caused by the queue buffer overload
on the network routers. These conditions for the nodes
that are part of the primary path (s) have the following
form [17]:

ji(i eV
,(Z)‘,VXEJ—_(Z_)‘,VX?JG— p;i)zo, keK, i#s,d.; (2
1L ))€E ji(j.i)e

z X:'(‘i(l_pik‘j)Zé'k, keK, i=d,,

(ihev

K

where & — the fraction of the intensity of the k -th flow

served by the network using the primary path, that is, the
packets of which were successfully delivered to the
destination node; p/ ; — the probability of packet loss of the

k -th flow on the j -th interface of the i -th node when it is
used in a primary path.

Restrictions similar to conditions (2) are also
imposed on routing variables and backup routes:

> %=1 keK, i=s;

(i pev

D X5 2 Xu@-pj) =0 keK, i#s,d; (3)
(0, ))ev B(5hev

> XL(-pf) =2 keK, i=d,
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where £* — the fraction of the intensity of the k -th flow
served by the network when using the backup path;
k

pi; — the probability of packet loss of the k -th flow on
the j-th interface of the i-th node when it is used in a
backup path.

As you know, each type of traffic and service
discipline has its own interface model, which is
represented by a particular queuing system, such as
M/M/1/N, M/D/1/N, etc. In this article, as an example, to
determine the probability of packet loss on congested
network router interfaces, the use of M/M/1/N queuing
capabilities will be wused. Then the packet loss
probabilities on the interfaces of the primary ( p; ;) and

backup ( P ;) paths can be calculated as:

K (l_Pik,i)(pik,i)N and (1_'5:1’)(5:71)’V

pi,i = N+1 N+1 ’ (4)
1‘(Pik,i) 1_(/7:1)

F_)ilfj =

k )“i j —k }“i i P

where pf, =—= and p/; =—— - the coefficients of the
i ?i;

link (i, j) utilization when using the k-th flow in the

primary or backup route, respectively; i, ; and Xi‘j — the

intensities of the aggregated flow directed to the link (i, j)

when used by the k th flow in the primary or backup route,
respectively, calculated as:
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where 4" — the average k -th packet flow intensity that

sets QoS requirements for the bandwidth.

The physical meaning of expressions (5) is that the
calculation of the coefficients of link utilization, and with
it a QoS indicator such as the probability of packet loss
(4), will be carried out for the worst case in terms of the
intensity of the aggregated flow. The second addition to
the right-hand side of expressions (5) is introduced for this
purpose: in determining the intensity of an aggregated
flow, the maximum intensity of each of k -th packet flow
in an arbitrary link (i, j) is taken into account when using
either the primary or the backup route.

It should be noted that for each individual k -th flow
its packet intensity directing to the link (i, j) belonging to
the primary or backup path is determined by the
corresponding expressions

=i

bl

Tk a(req)=k
and A =275 (6)
Then the intensity of lost packets of the k -th flow on
the j-th interface of the i-th node when it is used by the

primary or backup path will accordingly be determined as
Kk _ o{req) k Kk
f = A Xi i Dij

According to the results obtained in [13, 14], we
introduce a number of conditions describing the
implementation of protection (reservation) schemes of
network elements and the level of Quality of Service in
the network with fast rerouting:

1. Link protection conditions (i, j) eV :

and  TX=A"xp . (7)

i, i, jLh,]

0<X <4, (8)

where

= 9)

« _ |0, when protecting the communication channel i, j);
4, other case.

2. Node protection conditions (in general, condition
(8) in the case of protection of multiple communication

links incident to the protected node):

0<x' <& atu eu, j=1m,

(10)

where u; ={uj A, ))eV;i# j} — the subset of routers
that are adjacent to the router u, and the selection of values

5!, is made similar to the condition (9).

3. Conditions of implementation of the network
bandwidth protection scheme as the main QoS indicator,

with fast rerouting taking into account possible packet
losses on the router interfaces [14]:

z%req) max[xik,j!)_cil,(j] S(oi,j at (l, J) eV.

keK

(11)

4. Conditions for protecting a QoS indicator such as
the packet loss probability of the k-th flow in the
network, which, based on models (1)—(4), have the form
[17]:

(12)
(13)

where p{™ — the QoS-requirements for maximum

allowable values of packet loss probability of the k-th
flow in the network.

Then, in the framework of the above model, it is
proposed to present the task of fast rerouting with QoS
level protection in optimization form, whereas a criterion
of optimality of the obtained routing solutions it is
advisable to choose a condition related to maximizing the
overall performance of the infocommunication network:

J =) (c"g" +T*g*) > max, (14)

keK

where ¢* and ¢* — the weighting coefficients that

characterize the importance (priority) of the k -th flow in
the network. In this case, the condition ¢ >¢* must be

satisfied so that the QoS level for the k -th flow along the
primary path is not worse than the QoS level for the same
flow along the backup path.

Restrictions in the course of solving the formulated
optimization problem (14) were the conditions of
implementation of the multipath routing strategy (1), the
conditions of flow conservation (2), (3), the conditions of
protection of the link and/or node (8)—(10), the conditions
of the overload prevention of communication links —
protection of network bandwidth (11), conditions for
ensuring protection of the Quality of Service level by the
indicator of packet loss probability (12), (13).

A calculation example of the application of a fast
rerouting flow-based model with the protection of the
Quality of Service level by the bandwidth and packet

loss probabilitiy

The features of using the fast rerouting model
(1)-(14) will be demonstrated by the network structure
shown in fig. 1. The network consisted of sixteen routers
(R1 = R16) and twenty-four communication links. The
operation of each of the interfaces of the ICN routers was
modelled by the queuing system M/M/1/N, and the buffer
capacity was 30 packets. Fig. 1 shows the bandwidth of
the communication links (1/s).
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Fig.1. Structure of the investigated infocommunication network

Suppose that a packet flow of A" =3701/s
intensity is sent by the router R1, which must be
transmitted to R16 (fig. 1). QoS requirements for the
reliability of packet delivery are determined by the
permissible packet loss probability on the network:
p™¥ =10°. During fast rerouting, protection is required:
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- node R10 and incident communication links,
respectively (fig. 2);
- the Quality of Service level on the selected two

QoS indicators (4" and p™).
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Fig. 2. Structure of the investigated information network while protecting the R10 router and its incident communication links

Thus, in solving the fast rerouting problem using the
proposed model (1)—(14), the primary (fig. 3) and backup
(fig. 4) multipaths were calculated, while the backup did
not contain the protected node R10. Along the primary
and backup paths, QoS requirements were met, both in
terms of the bandwidth and the probability of packet loss
under conditions (11)—(13). Fig. 3 and fig. 4 show over
the communication links the results of calculations, which

are represented as fractions, where the numerator shows
the packet flow intensity (1/s) and the denominator shows
the capacity of that link (1/s). In addition, the separate
arrows that come out of nodes such as R1, R12, and R15,
fig. 3, and R1, R7-R9, R12 and R15 in fig. 4 shows packet
loss rates on the interfaces of these routers. Fig. 4
shows the packet loss rates at the interfaces of these
routers.




CyuacHuti cmam HayKo8ux 00CaiONceHb ma mexnoaoit 6 npomuciosocmi. 2019. Ne 3 (9)

ISSN 2522-9818 (print)
ISSN 2524-2296 (online)

229,1091

132,7064 61,5795

Fig. 3. The order of routing of the packet flow transmitted by the primary multipath

229,1888

135,5583

69.8469

Fig. 4. The order of routing the packet flow transmitted by the backup multipath

For the sake of clarity and evaluation of the
adequacy of the solutions obtained, all the results of the
study are summarized in table. 1. As shown in fig. 3 and
fig. 4, the value requirements of the Quality of Service
indicators were carried out along the primary and backup
multipath. In this case, the packet loss probability in the
network when using the primary multipath was 8,84x10™,

and for the backup —8,8815x10™.

Thus, according to the obtained results, using the
developed model (1)—(14), the solution of the problem of
fast rerouting was obtained, within which the protection of
the node R10 and the given QoS level by the bandwidth
(370 1/s) and the packet loss probability (10-3) indicators
have been provided. The results obtained confirmed the
adequacy and performance of the proposed fast rerouting
flow-based model (1)—(14).
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Table 1. The order of routing of the packet flow transmitted by the primary and backup multipaths

(rea) _ req) _ 43
QoS-requirements: by =310 1/c, pﬁ '=10 .
Bandwidth Calculation results for Calculation results for
Communication ability the main multi-path backup multi-path
channel communication | The intensity of packet The intensity of the The intensity of packet The intensity of the
channel, 1/s transmission packet loss on the router transmission packet loss on the router
(iiklj ), 1/s interface ( ri’kj ), s (j,lkj ), 1/s interface (Flk] ), 1is

(1,2) 350 229,1091 0,0002 229,1888 0,0002

(1,5 215 140,8905 0,0002 140,8109 0,0001

(2,3) 240 132,7064 0 135,5583 0

(2,6) 175 96,4027 0 93,6305 0

(3,4) 150 61,5795 0 69,8469 0

(3,7) 215 71,1269 0 65,7114 0

(4,8) 215 61,5795 0 69,8469 0

(5,6) 200 48,8094 0 10,8466 0

(5,9 220 92,0811 0 129,9643 0

6,7) 190 60,5133 0 104,4771 0

(6,10) 180 84,6988 0 0 0

(7.8) 150 52,0151 0 74,1727 0

(7,11) 140 79,6251 0 96,0154 0,0004
(8,12 210 113,5946 0 144,0190 0,0006
(9,10) 170 42,6815 0 0 0

(9,13) 190 49,3996 0 129,9638 0,0005
(10,11) 200 71,9940 0 0 0
(10,14) 210 55,3863 0 0 0
(11,12) 150 67,2006 0 36,7754 0
(11,15) 180 84,4185 0 59,2400 0
(12,16) 215 180,6355 0,1597 180,6347 0,1597
(13,14) 210 49,3996 0 129,9638 0
(14,15) 270 104,7859 0 129,9638 0
(15,16) 225 189,0373 0,1671 189,0367 0,1671

Conclusions constraints that are represented by the conditions (2), (3),

This paper addresses an up-to-date scientific and
applied task that is related to the optimization of fast
rerouting processes based on the development of a fast
rerouting flow-based model with the protection of the
Quality of Service over bandwidth and packet loss
probability, which is especially important in data traffic
transmission. In the framework of the proposed flow-
based model (1)—(14), the technological fast rerouting
problem was formulated in an optimization form with the
optimality criterion (14) and the constraints that the
conditions of implementation of the multipath routing
strategy (1), the conditions of flow conservation (2), (3),
link and node protection conditions (8)—(10), QoS
assurance and protection conditions for bandwidth (11)
and packet loss probability (12), (13).

The given optimization problem belongs to the class
of nonlinear programming problems, as the key
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MO/JIEJIb IBUIKOI QOS-NIEPEMAPIIPYTU3AILIL TPA®IKY JAHUX B
TH®OKOMYHIKAINIMHUX MEPEKAX

[peameroM noCHiIKEHHA B CTATTi € MPOIECH MIBHIKOI MepeMapLIpyTH3amii i3 3aXHCTOM pIiBHS SKOCTI OOCIYrOBYBaHHA B
iHpOKOMYHIKaLiifHIX Mepexax. Mera poOoTH — po3poOka MaTeMaTHYHOI MOJIENi IIBUIKOI MepeMapuIpyTH3allii i3 3aXHCTOM PiBHS
00cITyroByBaHHS 3a MOKa3HUKAaMH MPOITYCKHOI 34aTHOCTI Ta KMOBIPHOCTI BTpAT MakeTiB i Tpadiky gaHux. B crarti BupinryroThes
HACTYNHI 3aBJAaHHSA: po3poOKa Ta MOCHIIPKCHHA IOTOKOBOiI MOJENI IIBHAKOI MepeMapIipyTH3alii i3 3aXHUCTOM pIBHS SIKOCTL
oOcimyroByBaHHs Tpadiky AaHMX B iH(MOKOMyHIKamiifHili Mepexi. BukopucToByloThCs Taki MeToam: Teopis Tpadis, Teopis
Tenerpadika, TEOpist MacoBOro OOCIYrOBYBaHHS Ta METOJH MaTeMaTHIHOTO HporpamyBaHHsS. OTpHMaHO HACTYIHI pe3yJbTaTH:
pO3po0IEHO Ta MOCIIKEHO IIOTOKOBY MOJENh INBHJKOI IepeMapIIpyTH3allil, sKa 3aBASKA BBEJCHHM YMOBaM 3axHCTy 3a
MOKA3HUKAMH TIPOITYCKHOI 31aTHOCTI Ta HMOBIPHOCTI BTPAT IAKeTiB IO3BOJISIE 3a0€3NEUUTH PIBEHB SKOCTI 0OCIYTOBYBaHHS B3/IOBXK
SIK OCHOBHOTO, TaK i Pe3epBHOTO0 MYJIbTHLLIAXIB. BHCHOBKHU: B pamkax 3ampomnoHOBaHO! MOTOKOBOi MOJEJNi TEXHOJIOTIYHA 3agada
LIBUAKOI mepeMapiipytusamii Oyna copMyiaboBaHa SK ONTHUMIi3alliiiHa 3 OOMEKCHHSAMH, SKUMH BHCTYNAJId yYMOBH peamizawii
0araTonuIAXOBOi cTpaTerii MaplipyTu3aiii, yMOBH 30€peeHHS IOTOKY, YMOBH 3aXHCTy KaHaly, By3Jla Ta PIiBHI SKOCTL
00cITyroByBaHHS 3a MOKa3HUKAaMU MPOITYCKHOI 3aTHOCTI Ta IMOBIPHOCTI BTpAaT MakKeTiB. 3aCTOCYBAaHHS OTPHUMAHOTO PillIeHHS CHpHsIE
ONTUMAJIBHOMY BHKOPHCTAHHIO NOCTYIHOTO MEPEKHOTO pecypcy NpH 3abe3leucHHI 3aJaHOTO PiBHS SKOCTI OOCIyroBYBaHHS 3a
MOKa3HUKAMH TIPOIYCKHOI 3aTHOCTI Ta HMOBIPHOCTI BTpAT ITaKeTiB B3/I0BXK K OCHOBHHUX, TakK 1 pe3epBHUX MapIIpPyTiB IIPH BiIMOBax
€JIEMEHTIB 1H(OKOMYHIKAIIIfHOI Mepexi. 3anporoHOBaHa ITOTOKOBAa MOJIETb MOXKE BHKOPHCTOBYBATHCS SIK OCHOBA aJTOPUTMIYHO-
NPOrpaMHOro  3a0e3NeueHHs] ICHYIOUMX MapLIpyTH3aTopiB Ta/abo KOHTPOJIEPIB HPOrpaMHO-KOH(DIrypoBaHMX Mepex, sKi
BIANIOBIZAIOTH 32 PO3PAaXyHOK OCHOBHHX 1 PE3epBHUX IIUIIXIB IPH MIBUIKII epeMapipyTu3amii Tpadiky JaHuX, YyTIHBOTO A0 TaKHX
MMOKA3HUKIB SKOCTI 00CITyroBYBaHHS K MPOITyCKHA 3/IaTHICTH Ta HMOBIPHICTh BTPAT ITAKETIB.
Kuro4oBi ciioBa: mBrIKa nepeMapipyTH3alliss; SKicTh 00CIyrOBYBaHHS; MPOITYCKHA 3IaTHICTh; HMOBIPHICTD BTPAT MAKETIB.

MOJIEJIb BBICTPOM QOS-IIEPEMAPIIPYTU3AIIAU TPAGUKA JAHHBIX B
NHOOKOMMYHUKALIMOHHBIX CETAX

IIpeaveToM wmccrnenoBaHUS B CTaThe SBIAIOTCA IIPOLECCHl OBICTPOH IepeMapIIpyTH3aldM C 3allUTONH YPOBHS KadecTBa
obcimykuBaHus B HMHOOKOMMYHHKAIMOHHBIX ceTsX. Lleabp paboTel — pa3paboTka MaTeMaTHYecKoil Mojenu ObBICTpOi
TepeMapIIpyTH3aIHHK C 3aIIUTOH YPOBHS 00CITY)KMBaHHMS 110 ITOKA3ATENSIM IIPOITYCKHON CIOCOOHOCTH M BEPOSTHOCTH ITOTEPh MAKETOB
st Tpapuka naHHBIX. B crathe pemarorcs ciemyromue 3agaum: pa3spaboTKa M HMCCIEAOBaHHE IIOTOKOBOH MOJENH OBICTPOH
NepeMapIIpyTH3alil ¢ 3allUTOH YpPOBHS KadecTBa OOCHy)XHBaHUS TpadyuKa NaHHBIX B HH(GOKOMMYHHKAI[HOHHBIX CETAX.
Hcnonb3yroTess Clemyroliue MeToibl: Teopus rpadoB, Teopus Tenerpadyka, TEOPHS MacCOBOrO OOCTYKHMBAHHS M METOMBI
MaTeMaTHIeCKOTO IporpaMMupoBanus. IlomydeHs! ciemyromue pe3yabTaThl: pa3paboTaHa M HCCIEOBaHA IIOTOKOBAas MOJENb
OBICTpO TepeMapuIpyTH3aIUH, KOTopas Onarojgapsi BBEJICHHBIM YCIOBHSIM 3alIUTHI IO MOKA3aTeNsIM MPOMYCKHOM CHOCOOHOCTH U
BEPOATHOCTH ITOTEPh MAKETOB MO3BOJISIET 00OECIIEUNTh yPOBEHb KauecTBa OOCTYKHBAHHS BIOJb KaK OCHOBHOTO, TaK M PE3€PBHOTO
MyJbTUIYTeH. BhIBoABI: B pamkax mpemioskeHHOH MOTOKOBOW MOJENH TEXHOJOTHYECKas 3afada OBICTPOH IepeMapIipyTH3aluu
Obuta copmynHpoBaHa Kak ONTHMH3ALMOHHAs C OrPaHMYCHUSIMH, B KadeCTBE KOTOPHIX BBICTYNAIHM YCIOBHS peajn3aluu
MHOTOITYTeBOW CTpaTeruy MapUIpyTH3allMH, YCJIOBUSI COXPAaHEHWs MOTOKA, YCJIOBHS 3alUTHl KaHaja, y3Jla U YpPOBHS KauecTBa
00CITy)KUBaHUs IO MOKA3aTeNIsIM MPOITyCKHOI COCOOHOCTH M BEPOSITHOCTH TOTEpPh MakeToB. [IpMMeHeHre IMOy4eHHOro PelIeHUs
CIOCOOCTBYET ONTHMAJIbHOMY HCIOJIB30BAHMIO JIOCTYIIHOIO CETEBOrO pecypca IpH OOECIEueHHM 3aJaHHOTO YPOBHS KauecTBa
00CITy>KUBaHHS 10 TTOKA3aTeJIM MPOITYCKHOM CHOCOOHOCTH M BEPOSTHOCTH IOTEPH ITAKETOB BJOJIb KaK OCHOBHBIX, TaK U PE3EPBHBIX
MapIIpyTOB IIPH 0TKa3aX 3JIEMEHTOB HHPOKOMMYHHUKAMOHHON ceTH. [IpenoskeHHas ITOTOKOBAst MOJIENb MOXKET HUCIIOTB30BATHCS KaK
OCHOBa aJTOPHUTMHYECKH-TIPOTPAMMHOTO OOECHEYeHHsI CYMIECTBYIOIINX MapIIPYTH3aTOPOB H/WIIM KOHTPOJIEPOB HMPOrPaMMHO-
KOH(MUTYPUPYEMBIX ceTeif, KOTOpbIe OTBEYAIOT 3a PacueT OCHOBHBIX U PE3E€PBHBIX ITyTeH IMpH OBICTPOH MepeMapIIpyTH3anuy Tpaduka
JTaHHBIX, YyBCTBUTEIBHOTO K TaKMM IOKa3aTessIM KayecTBa OOCIY)KHUBAaHHs KaK NPOIYCKHAs CIOCOOHOCTh M BEPOSITHOCTH NOTEPh
MIaKeTOB.

KunroueBsbie ciioBa: OpICTpast mepeMapipyTH3aIysl; Ka4eCTBO 0OCITy)KUBaHUS; TIPOIYCKHAsl CIIOCOOHOCTB; BEPOSITHOCT HOTEPh
MIaKeTOB.
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