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METHOD FOR THE DIAGNOSTICS OF SYNCHRONIZATION DISTURBANCES IN
THE TELECOMMUNICATIONS NETWORK OF A CRITICAL USED COMPUTER
SYSTEM

Relevance of the study. To improve the quality of service (QoS), the work of all network technologies, protocols, and individual
traffic management mechanisms is constantly optimized. It is known that the quality of information transmission in modern
telecommunication equipment is affected by the quality of synchronization devices. Synchronization is a means of maintaining the
operation of all digital equipment in a data transmission network at one average speed, which must exist at three levels: bit
synchronization, synchronization at the level of channel intervals (time slot) and frame synchronization. Therefore, the lack of
synchronization of the computer system at the required level can lead to a significant decrease in QoS. At the same time, the
requirements for ensuring these indicators are significantly tightened in the face of an increase in the load of network resources.
Subject of study: computer system synchronization. The aim of the article is to develop a method for diagnosing synchronization
disturbances in the telecommunications network of a computer system of critical application by increasing the resolution of an
acousto-optical spectrum analyzer. Research results. The influence of non-stationary data transmission in the telecommunications
subsystem of the computer system under study is analyzed. The analysis and classification of the causes of computer network
synchronization failure of a critical application computer system is carried out. The article describes the consequences of a violation
of computer network stabilization for ensuring the quality of service provided by various frequently used services. Proposed the use of
acousto-optic spectrum analyzer with spatial integration for diagnostics of violations of the synchronization network. In work the
analysis of the use of acousto-optic spectrum analyzers. The conducted research allowed us to obtain an analytical expression for the
output signal of the spectroanalyzer when two rectangular pulses with different carrier frequencies, durations and delay times are
received at its input. This result, as well as the numerical calculations provided, allowed us to develop General recommendations for
increasing the resolution of the acousto-optical spectrum analyzer, and thus create theoretical prerequisites for improving the
synchronization of the computer system. The given analytical relations and numerical estimates were experimentally verified by
means of system simulation. Conclusions. As a result of the research, a method of diagnostics of synchronization violations in the
telecommunications network of a computer system of critical application was proposed. The method is based on increasing the
resolution of the measuring system based on an acoustooptic spectrum analyzer.
Keywords: computer system; telecommunication network; synchronization; acousto-optic spectrum analyzer.

The relevance of research

Expanding the range of information transmission
services and improving the quality of service are key
trends in the development of the telecommunication
network. To improve the quality of service (QoS), the
work of all network technologies, protocols, and
individual traffic management mechanisms is constantly
optimized. It is known that the quality of information
transmission in modern telecommunication equipment is
affected by the quality of synchronization devices.
Therefore, the lack of synchronization of the computer
system at the required level can lead to a significant
decrease in QoS. At the same time, the requirements for
ensuring these indicators are significantly tightened in the
face of increased load of network resources.
Consequently, the quality of functioning of existing and
promising computer systems and networks cannot be
improved without taking into account the effects of
synchronization and ensuring appropriate synchronization
indicators.

Formulation of the problem

one average speed, which must exist at three levels: bit
synchronization, synchronization at the level of channel
intervals (time slot) and frame synchronization. The
network clock located in the source node controls the
transmission frequency of bits, frames, and channel slots
through this node. The secondary network generator
located in the receiving node is designed to control the
speed of reading information. The purpose of network
clock synchronization is the coordinated operation of the
primary generator and receiver so that the receiving node
can correctly interpret the digital signal. The difference in
the synchronization of nodes located on the same network
can lead to a skipping or re-reading by the receiving node
of information sent to it. Thus, improving the quality of
functioning of existing and planned computer systems by
increasing the system synchronization indicators is an
urgent research task.

Literature analysis

In the process of transmitting information in a
computer system, including a computer data network,
there is always a problem of insufficient synchronization,
which is caused by various software and hardware factors.
Synchronization is a means of maintaining the operation
of all digital equipment in a data transmission network at

Much attention is paid to the study of factors that
affect the quality of service (QoS) of computer networks.
[3-21]. Studies of the influence of data transmission
channel throughput were conducted in [1-4]. The analysis
[7, 8] of the influence of the architecture of computer
systems and computer networks was carried out in [5-8].
Works [9-14] are devoted to the analysis of packet queues
and the development of a comprehensive approach to QoS
diagnostics of computer systems and networks. In
addition, there is a separate question about the relationship
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between QoS indicators and meeting the requirements for
computer system transactions [15-20]. In [21], the main
parameters of the basic telecommunications network that
affect the quality of transaction execution of a computer
system are highlighted. In particular, it is shown that when
choosing special platforms with centralized management
(converged and hyperconverged), synchronization of the
computer system plays a significant role. To ensure the
required level of synchronization, it is necessary to
monitor the stability of the computer system generators
[22, 23]. Technical means of such control are presented in
[24-27]. In [28], a method for rapid calculation of the jitter
value of a telecommunications network is developed
based on a method for increasing the resolution of
acousto-optical spectroanalysts, which allows for dynamic
reconfiguration of network parameters

Aim of the article.

The aim of the article is to develop a method for
diagnosing  synchronization  disturbances in  the
telecommunications network of a computer system of
critical application by increasing the resolution of an
acousto-optical spectrum analyzer.

Types of computer system synchronization

Bit synchronization consists in the fact that the
transmitting and receiving ends of the transmission line
operate at the same clock frequency, so the bits are read
correctly. To achieve bit synchronization, the receiver can
receive its clock from the incoming line. Bit
synchronization includes issues such as transmission line
jitter and unit density. These issues are raised when
requirements for synchronization and transmission
systems are presented.

Time slot synchronization connects the receiver and
transmitter so that the channel slots can be identified to
retrieve data. This is achieved by using a fixed frame
format to separate bytes. The main synchronization
problems at the channel interval level are frame change
time and frame loss detection.

Frame synchronization is caused by the need for
phase matching of the transmitter and receiver in such a
way that the beginning of the frame can be identified. A
frame in a DS1 or E1 signal is a group of bits consisting of
twenty-four or thirty bytes (channel slots), respectively,
and one frame synchronization pulse. The frame time is
125 microseconds. Channel intervals correspond to users
of specific (telephone) communication channels.

The synchronization  characteristics in  the
hierarchical network of the transmitter-receiver are
determined by three components: the error of the control
generator, the characteristics of the devices that distribute
the reference signal, and the characteristics of the
generators of the receiver receiving the reference signal
through these devices. It is known that the instability of
the synchronization frequency of the control generator
usually weakly affects the overall instability in the
synchronization networks. The timing characteristics are
mainly determined by the combination of the
characteristics of the distribution devices and the receiver

generator. In real networks, the receiver generator
connected to the control generator will operate at a long-
term frequency different from the frequency of the control
generator. The frequency instability of the receiver
oscillator is usually 10-100 times higher than the
frequency instability of the control oscillator. Therefore,
receiver generators cause most of the synchronization
errors and slippage in networks.

For example, if the equipment transmitting
information operates at a frequency higher than the
frequency of the receiving equipment, then the receiver
cannot monitor the flow of information. In this case, the
receiver will periodically 6 pass part of the information
transmitted to it. Loss of information is called slippage
deletion. In the event that the receiver operates at a
frequency higher than the frequency of the transmitter, the
receiver will duplicate information while continuing to
operate at its own frequency and still communicate with
the transmitter. This duplication of information is called
repetition slippage.

The influence of one or more slippages on the
quality of services provided in digital communication
networks depends on the type of these services [1-6]. The
following describes the effect of single slippage on
various types of services. When providing telephone
(voice) communication services, slippage can cause
random sound clicks. These clicks are not always audible
and do not lead to serious speech distortions. Therefore,
telephone services are not critical to slippage. The
frequency of occurrence of slippages up to several
slippages per minute is considered acceptable. Single
slippage leads to distortion or missing lines in the received
fax message. Slippage can cause up to 8 scanned lines to
disappear. This corresponds to a gap of 0.08 inches of
vertical space. On a standard printed page, slippage looks
like the absence of the top or bottom half of the printed
line. A prolonged occurrence of slippage will result in the
need to resubmit the pages affected by them.
Retransmission cannot be automated and is done manually
by the user. The effect of slippage on data transmission
using modems is manifested in the form of long error
packets in the range from 10 milliseconds to 1.5 seconds.
When these errors occur, the terminal receiver connected
to the modem receives corrupted data. As a result, the user
must retransmit the data. If slippage occurs during a
videotelephone  session, the image  disappears.
Subscribers are asked to re-establish a connection to
restore the image. The effect of slippage on digital data
transmission depends on the protocol used. In protocols
that do not provide for retransmission, data may be
skipped, repeated, or corrupted. Possible loss of frame
synchronization causes the distortion of many frames
when resuming the arrival of pulses of frame
synchronization. Retransmission protocols have the ability
to detect slippage and initiate retransmission. Initializing
and performing such a relay usually takes one second.
Therefore, slippage will affect throughput, usually
resulting in a loss of a second transmission time. When
digitally transmitting images (for example, video
conferencing), slippage usually causes a part of the image
to distort or freeze for up to 6 seconds. The severity and
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duration of the distortion depends on the coding and
compression equipment used 8. The most significant
distortion occurs when using low-speed decoding
equipment. Slippage is mostly affected by the provision of
encrypted data services. Slippage leads to the loss of the
encoding key. Loss of the key results in inaccessibility of
the transmitted data until the key is retransmitted and
communication is repeated. Therefore, all communication
stops. More important is the need to relay the key
significantly affects security. For many security-related
applications, slippage in excess of 1 per day is considered
unacceptable.

To control slippage, pointer alignment events, and
error beams caused by synchronization, ITU and ANSI
have set several requirements for synchronization
performance. For international connections, the slip rate
threshold for an “acceptable” connection is set by the ITU
at the level of one slip for every five hours. To achieve a
satisfactory slippage rate during end-to-end transmission,
the long-term maximum frequency instability at the output
of the digital synchronization system is 1x10-11. This
requirement was established by both ANSI [29] and ITU

[30, 31]. The requirements for short-term instability allow
from 1 to 10 microseconds with errors per day at the
output of each network clock [29, 30].

To determine the moment of synchronization
disruption in critical use computer systems, it is necessary
to use appropriate computing systems, which should
determine the current frequency of the generators in the
network with high speed and accuracy. Currently, such
hardware is acousto-optical spectrum analyzers (AOSA)
with spatial integration. The main characteristics and
ways to increase the resolution of this device will be
investigated in the next part of the proposed work.

Basic relationships and formulations

The structural diagram of the analyzer [22] is shown
in fig. 1, where 1 - laser. 2 - capacitor, 3 - collimator, 4 -
acousto-optic modulator (AOM), 5 - Fourier lens, 6 -
recording device are indicated and the used coordinate
systems Xq, 1,2 and X,,Yy,,Z, are shown.

Fig. 1. The structural diagram of an acousto-optical spectrum analyzer

The capacitor and collimator convert the
monochromatic wave exp[i(o t—Kk, z)] emitted by the

laser into a plane wave incident at an angle 6, on the
AOM E,(x,,t) =r(x)expli(o t—k z, +k x1tg6,)] with a
1 |x|£D/2
0, |x>D/2’

the half-width of the AOAC collimator.
An analyzer receives a radio signal s(t), which is

converted into a traveling acoustic wave

given aperture r(xl)z{ where D/2 is

then
r(xl)s(t—ler—D/Zj propagating with the speed v. In
v

the linear approximation, the field of the light wave of the
first diffraction order is represented as

+D/2 .
e, 0,0 = ArC)s{ 152 2 otk g, (1)
where A characterizes the modulating effect of an
acoustic wave on laser radiation passing through AOM.

In the output plane of the analyzer coinciding with
the rear focal plane of the lens 5, the field is written as

£ 0= [axEG0e0(i 20 ). @

where F is a lens focal length, A is a laser wavelength.
Using the expansion (1), formula (2) can be
transformed to the form

E,(w,,t) = Avexp(—io,T /2)]drexp(imxr)s(t -1), (3)

where the non-essential multiplier exp[i(o t—k z,)] is
omitted and the notation mX:V(}%—EX2+kLtgeij is

entered, and there is a duration of the time sample
corresponding to the light aperture D . In formula (3) and
everywhere below, the dependence of the field E, on the

Xo USing @y = o(Xy) .
Let’s consider the incoherent transformation of the

output light distribution into an electrical signal
proportional to the time integral of its intensity
R
u(w,.T) = [ dt|E, (0, D, @)
0
where T, is the registration time, counted from the
moment t=0.
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Resolution of pulses with a rectangular envelope

Let two rectangular-shaped pulses of the same unit
amplitude simultaneously arrive at the analyzer input, but
with different carrier frequencies ®,, durations t, and

delay times t, (a=1,2): s(t) =s;(t) +s,(t), where

0, t<ty;
Sa(t) =<sin(wy(t—tg)), ty <t<t,+1,. (5)
0, t>ty+1,.
Substituting (5) into (3) gives
E,(0,.1) =E (0,,) +E%(0,.1), (6)

where the summand E®(w,,t) corresponding to the
response to the a-th input pulse (a=1, 2), in the case of a
time aperture T that is shorter than the pulse t, duration,
up to an insignificant factor Avexp(—iw,T /2) for further

consideration, is given by the following expressions:
at TR < ta .

E®(0,,1)=0; (7
att, <T, <t +T:
X (0,.1) =&, (t—t, t—t,,t-t,); (®)
att, +T <T, <t, +1,:
Ef (o,,t)=¢,(T,2(t-t,)-T,T); 9

att, +t, <T, <t +7,+T:
EP (o, t)=¢,(t-t -7, +T,t-t +7,-T,7,+T -t+t); (10)
at T, 2t +7, +T:

E® (o,,t)=0. (11)

In formulas (8-10), a notation for a function of three
variables is introduced to shorten the entry

joxsL
Ea(Sl,SZ,SS) =e ?

o, o,

a a

P sin(o,s,/2) 82 sin(as, / 2)} |

where o; =, to,.
Thus, by virtue of (4) and (6), the total recorded
signal can be written as

u((’ox’TR) = ul(o‘)x7TR)+u2(0‘)x’TR)+u12(mx’TR) , (12)

R
where u, (o,,T,) = J.dt |E? (w,,t)* represent the output
0

signal when there is only the a-th pulse at the input, and
the third term

R
U, (o, Ty) = 2Re| [ dEP (,,)EP (mx,t)} (13)
0

arises as a result of interference of the first two (the bar
above means complex conjugation).
The expressions for u,(wy,Tg) in the case of a

temporary aperture T shorter than the duration of each of
the pulses t; are given in [32]. Explicit expressions for

Up(wy,Tr) are obtained after substituting formulas

(7-11) in (13) and are not given here only because of their
cumbersomeness, since they take into account all possible
options for the relative position along the time axis of the
steps of entering the aperture, its complete filling, and exit
from the aperture of each of pulses. The physical
interpretation of these expressions is similar to that given
in [32] for the quantities u, (o, TR) .

Thus, the set of formulas (7-13) determines the
output signal of the spectrum analyzer when two
rectangular pulses with different carrier frequencies,
durations, and delay times arrive at its input.

Numerical calculations and discussion

The most significant qualitative and quantitative
characteristics of the frequency resolution can be seen
already on the example of two pulsed signals that differ
only in carrier frequencies.

When conducting numerical calculations, it was
assumed that the duration of the input pulses
1, =T, =1=1000, and the value of the time aperture
T =800 (time was measured in arbitrary units, which
were determined by the ratio o, =1). The delays of both
pulses without loss of generality were assumed to be equal
t =t, =0, and the time evolution of the output signal was
considered over the interval 0<T, <t+T , which made it

possible to reveal all the features of the time course, since
then the signal went to a stationary value [32].

Fig. 2 illustrates the results of calculations of the
time evolution of the dependence of the output signal
u(o,,T;) on a value o, proportional to the coordinate

X, for the relative detuning of the carrier frequencies
e=(w,—o,)/ o =0,02.

148408 (7
126408
10548
BOE+07

6.0E+07

40E+07

20E+07

jiy

2]
Y

//,;,,ﬁ-’;?,;-f;.}“’

0.0E+00

Fig. 2. The output signal of the spectroanalyzer when the carrier
frequencies of the input pulses are greatly disrupted
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The axis x corresponds to the value ®, , and the
axis y to the value T, with the left peak in this and

subsequent figures representing the input pulse with the
carrier o,, the right — the pulse with the carrier o, .

As can be seen from fig. 2, for such a detuning e,
the presence of the interference term in expression (12) is
practically insignificant, and the pulses are reliably
distinguishable even after the stage of filling the AOM
aperture with them.

Fig. 3 shows the results of calculations of the output
signal u(w,,T;) for half as much as in fig. 2, detuning

€=0,01 with the remaining parameters unchanged. A
comparison of these figures shows that for a given

mismatch value, a reliable resolution of pulses is possible
only at a sufficiently large (close to the stage of reaching
the stationary value) observation time.

1.0E+08
8,0 «07

6,0E +07

4,0E+07

2,0E +07

0,0E +00

Fig. 3. Output signal with moderate mismatch of carrier
frequencies

In addition, if two (even weakly distinguishable)
pulses are recorded for the detuning €=0,02 at the very
beginning, and at the grow of T, their difference
increases, then for the ¢ = 0,01, both pulses are absolutely
indistinguishable (look like a single whole) and only
during registration, if its time large enough, their
resolution is getting more and more complete.

The calculation data in fig. 3 also illustrates the weak
efficiency of the signal discrimination algorithm at the
average (according to the Rayleigh criterion) resolution of
the output pulses based on filtering the interference term
in (12) by passing through a low-pass filter (compared to
the beat frequency proportional to the difference o, —,).

Since at such detuning values, the interference term is
comparable in magnitude with the responses from
individual pulses and makes a comparable contribution to
the total output signal, its filtering will lead to a decrease
in the level of the useful signal and, accordingly, a
decrease in the efficiency of such an algorithm.

The calculation results presented in fig. 4, differ
from the previous two by an even greater magnitude of
detuning: €=0,005. The nature of the change in the
output signal is the same as in fig. 3: first, both impulses
look as a single indistinguishable, and only in the process

of registration the dependence curve u(o,,T,) of o,

becomes a two-hump. However, even when the signal
reaches a stationary value, this bumpiness is small, and the
presence of a second pulse against the background of the
first one can only indirectly judge the increased total
amplitude of the output signal compared to the previous
figure.

1,4E+08 1
1,26+08
1,0E+08 1
8,0E+07
6,0E+07
4,0E+07 1

2,0E+07

0,0E+00 &

Fig. 4. The output signal with a small detuning carrier
frequencies

However, it is easy to see that the total signal from
two completely identical pulses is only four times the
signal from a single pulse, which may not be enough for
devices whose parameters are similar to those used in the
calculations in this article.

Thus, to distinguish between the carrier frequencies
of the input pulses at medium and small values of the
detuning, the general necessary condition is a sufficiently
large (compared with the total duration of the input pulse
and time aperture of the spectrum analyzer) recording
time. Such an increase in the resolution of an acousto-
optical spectrum analyzer will improve the quality of
synchronization diagnostics of critical use computer
systems.

Diagnostics of synchronization failures

A method for diagnosing synchronization disruptions
in a telecommunication network consists in determining
the moment of desynchronization of the information
transmission network of a critical computer system. Most
digital communication systems using coherent modulation
require all three levels of synchronization: phase, symbol
and frame. Incoherent modulation systems usually require
only symbolic and frame synchronization; since the
modulation is incoherent, accurate phase synchronization
is not required. In addition, incoherent systems require
frequency synchronization. Frequency synchronization
differs from phase synchronization in that the copy of the
carrier generated by the receiver may have arbitrary phase
shifts from the received carrier.

Network out of sync diagnostics require high-
precision phase and frequency measurements of the carrier
frequency of the master oscillators of the receiver and
transmitter with high resolution of the used hardware.
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Carrier frequency measurements will allow phase
synchronization calculations and determination of the
moment of frequency synchronization violation. To ensure
such measurements, the developed method proposes the
use of AOSA with spatial integration. To increase the
resolution of AOSA with spatial integration, it is
necessary to increase the interval of signal accumulation,
which can lead to an increase in the time required for
network analysis. Thus, the proposed method will improve
the accuracy of determining the fact of a synchronization
violation, but this requires an increase in the time and
complexity of the analysis. Further improvement of this
method requires a significant increase in the resolution of
the AOSA for comparing the reference signals with the
received ones (by the principle of maximum likelihood).

Conclusions

The paper proposes a method for the diagnosis of
disorders of the synchronization of telecommunications
networks computer systems for critical applications. The

- the article presents the results of the analysis of
factors affecting the violation of the stabilization computer
networks computer systems for critical applications.
Established qualitative and quantitative indicators of
system synchronization;

- this paper analyzes the functionality of the use of
acousto-optic spectrum analyzers for quality control of
synchronization of computer networks, presents the basic
mathematical relations that determine the parameters of
the output signal of AOAS;

- as a result of numerical calculations, it was found
that to distinguish the carrier frequencies of input pulses at
moderate and small values of the detuning the General
necessary condition is large enough (compared to the total
duration of the input pulse and the time of the aperture
spectrum analyser) the time of registration;

- the main outcome of the research opportunities
enhance the resolution of OAS is that there is the
theoretical background to determine the synchronous
operation of generators in the network information
computer system of critical usage, which will lead to

increased quality of service (QoS);

- further investigation in this direction, it is desirable
to devote to obtaining quasi-optimal and optimal methods
of resolution enhancement of AOAS to determine the
parameters of desynchronization of the computer network.

method is based on the higher resolution of the measuring
system on the basis of acousto-optic spectrum analyzer.
The main findings of the study are:
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METOJ JIAT'HOCTHUKHU ITOPYIIEHD CHUHXPOHI3AIIII
TEJEKOMYHIKAIIIHHOI MEPEKI KOMIT'FOTEPHOI CUCTEMHA
KPUTUYHOI'O 3ACTOCYBAHHSA

AKTyanbHicTh TocniukeHHs. [ nonminmeHHs skocti oocimyroByBanHS (Q0S) MOCTIIHO ONTHMI3yeThCsl poOOTa BCIX MEpeneBUX
TEXHOJIOTIH, IPOTOKOJIB I OKPEMHX MEXaHi3MiB ympasiiHHsA TpadikoM. Bimomo, mo Ha sKkicTh nmepenadi iHpopmanii B CydacCHOMY
TeJICKOMYHIKaI[iHHOMY 00JIaHaHHI BIUIMBAE SIKICTh MPUCTPOIB CHHXpOHI3anii. CHHXpOHi3allis — [e 3acid MiITPUMKH POOOTH BCHOTO
(poBOro ycTaTKyBaHHS B Mepeki mepenadi iHpopMmanii Ha OHIN cepeqHill MIBUAKOCTI, SIKe MOBHHHO iCHYBAaTH Ha TPHOX PIBHSX:
0iToBa CHHXpOHI3allisl, CHHXPOHI3alisd Ha piBHI KaHaJNbHUX iHTepBadiB (time slot) i kagpoBa cuHXpoHi3amis. ToMmy BiICYTHICTH
CHHXPOHI3alii KOMI'IOTEPHOI CHCTEMHU Ha HEOOXiTHOMY PiBHI MOXKE MPHU3BECTH A0 3HAYHOTO 3HIDKEHHS MOKa3HHUKiB QoS. Y To# ke
Yac iCTOTHO MOCHJIIOIOTBCS BUMOTHU A0 3a0e3MeUeHHs X MOKa3HHUKIB B yMOBaX 3017IbLICHHS 3aBaHTa)KCHHS MEPEKEBUX PECYpPCiB.
I[peamer nocmimKeHHA: CHHXPOHI3aIlisl KOMITIOTEPHOI cHUcTeMH. MeTolw CTaTTi € po3poOKka METOAy IiarHOCTUKU MOPYIIEHb
CHHXPOHI3aLii TeIeKOMYHIKalliHHOT Mepeki KOMI'FOTEPHOI CHCTEMU KPUTUYHOTO 3aCTOCYBAaHHS 33 PaXyHOK IiJBUIIEHHS PO3ALTBHOL
3[aTHOCTI aKyCTOONTHYHOTO CIIeKTpoaHamizatopa. Pe3yabTatH pmocimipkeHHs. IIpoBeneHO aHaili3 BIUIMBY HECTalliOHApHOCTI
nepeiavi JaHUX B TEICKOMYHIKAIliMHIA MiJCHCTeMi JOCIIKyBaHOT KOMI'IOTepHOI crcTteMu. [IpoBeneHo aHami3 Ta kiacudikamito
MIPUYUH HOPYLIEHHSI CHHXPOHI3alil KOMITIOTepHOI MepeXi KOMITIOTepHOI CHCTEMH KPUTHYHOTO 3acTOCyBaHHsA. HaBeneHo Haciinkn
MOpYIIeHHs cTabimizarii KOMI'IoTepHOT Meperki IS 3a0e3NedeHHs IKOCTI 00CIyroByBaHHs, 10 HAaJAa€ThCs PI3HUMH CEpBi3aMH, IO
94acTO BXKMBAIOTHCA. 3AIIPONOHOBAHO BMKOPUCTAHHS AKyCTOONTHYHUX CIIEKTPOAHANI3aTOPIB 3 MPOCTOPOBUM IHTEIPYBAHHSAM JULI
JIarHOCTHKY MOPYIIEHHsS] CHHXPOHi3amii Mepexi. B poOoTi mpoBeneHo aHami3 BUKOPHCTAHHS aKyCTOONTHYHUX CHEKTPOAHATi3aTOPiB.
[IpoBeneni DOCTiMKEHHS TO3BONMIN OTPUMATH aHATITUYHUI BUpa3 I BUXITHOTO CHTHAIY CIEKTpOaHajli3aTopa MpH HaIXOKEHHI
Ha HOT0 BXiJ IBOX IMITyJIBCIB MPSIMOKYTHOI ()OPMH 3 Pi3HUMHU HECYYHUMH YaCTOTaMH, TPHBATICTIO 1 YacoM 3aTpuMKu. Lleit pe3ynbTar,
a TaKOXX HaBeJCHI YHCENbHI PO3PaxyHKH IO03BOJMIN BHPOOWTH 3aralbHi PEKOMEHMAIl JUIS MiABHIICHHS PO3MITBHOI 3AaTHOCTI
aKyCTOONTHYHOIO CIIEKTpOaHali3aropa, i, TaKUM YHHOM, CTBOPUTH TEOPETHYHI INEpeIyMOBH IS IOJIMIIEHHS CHHXPOHi3alii
KOMIT'IOTEpHOi cucTeMH. HaBeneHi aHAmITHYHI CIIBBIIHONICHHS 1 YHCENbHI OIHKH OyaM eKCIepHUMEHTAJIbHO TEpeBipeHi 3a
JIOTIOMOTOI0 IMITaIlifHOTO MOJIENIIOBAaHHS CHCTeMH. BUCHOBKH. B pe3ynpTati mociimkeHs Oyo 3alpOnOHOBAHO METOJ JiarHOCTHKU
MOpYIIEHb CHHXPOHI3AIIl TeJICKOMYHIKAIIHHOI Mepexi KOMI'IOTEPHOI CHCTEMH KPUTHYHOTO 3aCTOCYBaHHSA. MeTo] 3aCHOBaHWIT Ha
TMiABHIIEHH] PO3IUTFHOI 3aTHOCTI BUMIPIOBAILHOI CHCTEMH Ha 0a3i aKyCTOONTHYHOTO CIIEKTPOaHaIi3aTopa.
KniouoBi ciioBa: koMIT'toTepHa cHCTEMa; TeIeKOMYHiKamilfHa Mepeka; CHHXPOHI3allisl; aKyCTOONITUYHHIH CIIEKTPOaHaIi3aTop.

METO/JI JUATHOCTUKH HAPYIIEHU CUHXPOHU3AIINN
TEJJEKOMMYHUKAIIMOHHOM CETU KOMIIBIOTEPHOM CUCTEMBI
KPUTUYECKOI'O IPUMEHEHUSA

AKTyaJIbHOCTB HccleoBanHus. s yinydmeHus kadecTBa oocimykuBanus (QoS) NOCTOSHHO ONTHMHU3MPYETCsl paboTa BCEX CETEBBIX
TEXHOJIOTHH, IPOTOKOJIOB M OT/ETBHBIX MEXaHU3MOB yIIpaBlIeHUs TpadukoM. M3BecTHO, 4TO Ha KadeCTBO Mepeaadn HHGOPMAIHH B
COBPEMEHHOM TEJIEKOMMYHHKalHOHHOM OOOpYZOBAaHMH BIHSET KAaueCTBO YCTPOMCTB CHHXpOHM3amuH. CHHXPOHHU3AIUS — 3TO
CPE/ICTBO MOIJEpKaHUS PabdOTHI BCero MU(POBOro o0OPyNOBaHMS B CETH Hepenadn MHGOPMAIUHM Ha OJHOW CpeIHeH CKOPOCTH,
KOTOpO€ JOJDKHO CYIIECTBOBAaTh HAa TPEX YPOBHSX: OMTOBAas CHHXPOHHU3AIWS, CHHXPOHM3AIWS HA YPOBHE KaHAIBHBIX WHTEPBAJIOB
(time slot) u xampoBasi cHHXpoHH3aIMs. [109TOMy OTCYTCTBHE CHHXPOHH3ALMM KOMIIBIOTEPHOH CHCTEMBI Ha TpeOyeMOM YpOBHE
MOXeT NPHUBECTH K 3HAUMTEIbHOMY CHIDKCHMIO Nokaszarenedl QoS. B Toxe Bpems CyIIECTBEHHO Y>KECTOUaloTCs TpeOOBaHUSA K
o0ecreyeHnIo ITUX MOoKa3aTelield B yCIOBUSAX YBEJIMUCHUsI 3arpy3Ku CETeBBIX pecypcoB. IIpeamer umcclienoBaHus: CHHXPOHU3ALNH
KOMIBIOTEpHOH cucTteMmbl. LleJblo  cTaThbu  sIBIseTCS  pa3pabOTKa MeTOoAa JUAarHOCTUKM —HApyLIICHHH CHHXPOHH3AIMU
TENEKOMMYHHKAIIIOHHOM CETH KOMIIBIOTEPHOM CHCTEMBl KPUTHYECKOTO IPHUMEHEHHs 3a CuYeT IOBBIIICHUS pas3pellaromeil
CIOCOOHOCTH ~ aKyCTOONTHYECKOTO  CIeKTpoaHanm3aTopa. Pe3dyabTarel  nccmemoBanus. [IpoBemeH  aHaM3 — BIMSHHS
HECTallMOHAPHOCTU IEpeladyd JAHHBIX B TEJIEKOMMYHHKALMOHHOH IOACUCTEME HCCIEAYyeMOl KOMIBIOTEpHOU cucteMsl. IIpoBenen
aHaMM3 W KJIacCH(UKaIUs NPUINH HApYHIEHHWS CHHXPOHW3AUH KOMIBIOTEPHOW CETH KOMITBIOTEPHOH CHCTEMBI KPHTHYECKOTO
npuMeHeHus. [IpuBeieHb! MOCIeICTBYS HapyIIeHNs CTaOMIIM3aI[uy KOMITEIOTEPHOH CeTH I 00eCIIeueH s KadecTBa 00CTy KUBAHHS,
IPEAOCTABIAEMOI0 PA3IMYHBIMU YacTO YHOTPeOJSIOUMMUCS cepBUcaMU. IIpeanmoxkeHo MCHOIb30BaHMA aKyCTOONTHYECKUX
CHEKTPOAHAIM3aTOPOB C MPOCTPAHCTBEHHBIM HHTETPUPOBAHHEM [UI IUArHOCTHKH HapylIeHHs CHUHXPOHH3aluu ceTd. B pabote
IPOBEJCH aHAJIU3 MCIOJIb30BaHMUS aKyCTOONTHYECKUX CIEKTPOaHaIU3aTOpoB. lIpoBeneHHBIE HMCCIEeAOBaHUS MO3BOJIMIM IONY4YUTh
AHAJTMTUYECKOE BBIPAKEHHE JUI1 BBIXOJHOIO CHTHAJa CIEKTpPOaHAIM3aTOpa NpHM IMOCTYIUIEHWH Ha €ro BXOJ ABYX MMILYJIbCOB
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MPSMOYTOJIBHOK ()OPMBI € PA3INYHBIMU HECYIIUMH YaCTOTaMH, JUIUTENHOCTSIMU U BPEMEHAMH 3a[eP>KKH. DTOT Pe3yNbTaT, a TaKxKe
MIPUBECHHbIE YHCICHHBIE PAacueThl MO3BOJIMIN BBIPAOOTAaTh OOIIME PEKOMEHJALMK JUIS MOBBIIIEHHS pa3pellalolieil ciocoOHOCTH
aKyCTOONTHYECKOTO CIHEKTPOaHaNu3aTopa, M, TakHUM o00pa3oM, CO31aThb TEOPETHYECKHE MPEINOChIIKA IS YIydIIeHUs
CHHXPOHM3AIlUd KOMIBIOTEPHOH cucTeMbl. IlpuBeqeHHbIE aHANUTHYECKHE COOTHOLIEHHS M YHCICHHBIE OLEHKH OBLIN
9KCIIEPUMEHTAIBHO IIPOBEPEHBI IOCPEACTBOM MMUTALMOHHOTO MOJEIMpOBaHMs cHcTeMbl. BeiBoabl. B pesynbrare uccienoBaHuil
OBUT TpEIUIOKEH METO]] AWArHOCTHKH HapyIIeHWH CHHXPOHHU3ALMH TEJICKOMMYHHUKAI[MOHHONH CETH KOMITBIOTEPHOH CHCTEMBI
KPUTHYECKOTO ITPUMEHEHHs. MeTox OCHOBaH Ha IOBBIIICHWHM pa3pelIalolieil CIIOCOOHOCTH M3MEPUTENbHOHM cHCTeMBI Ha 0Oase
aKyCTOOITUYECKOTO CIEKTPOaHaIN3aTopa.

KiroueBble cJ0Ba: KOMIBIOTEpHAS CHCTEMa; TEIEKOMMYHMKAIIMOHHAS CETh; CHHXPOHM3AIMsA; aKyCTOONTHYECKHH
CIEKTPOAHANU3aTOP.
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