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PERFORMANCE STUDY OF THE DTU MODEL FOR RELATIONAL DATABASES
ON THE AZURE PLATFORM

When solving problems of working with relational databases on cloud platforms, the problem arises of choosing a specific model to
ensure the performance of executing queries of varying complexity. The object of research is the processes of implementing various
types of queries to relational databases within the framework of the DTU purchase model of the MS Azure platform. The subject is
methods for evaluating the performance of work with relational databases based on the timing of query execution and indicators of the
load on the resources of the cloud platform. The aim of the study is to develop a system of indicators for monitoring the current state
of work with the database for reasonable decision-making on the choice of a certain price category of the DTU model of the MS
Azure cloud service, which will optimize the results of working with the database. platforms Achieving the set goals involves the
following tasks: to analyze modern tools and services for working with databases, in particular relational databases, on Azure and
AWS cloud platforms, the features of their application and implementation; develop software for generating test relational databases
of different sizes; test the generated databases on a local resource; taking into account the characteristics of the levels of the Azure
DTU model, develop a new system of performance indicators, which includes 2 groups - time indicators and indicators of the load on
existing platform resources; develop and implement queries of varying complexity for the generated test database for different levels
of the DTU model and analyze the results. Methods. The following methods were used in the research: methods of relational database
design; methods of creating queries in SQL-oriented databases with any number of tables; methods of creating and migrating data to
cloud platforms; methods of monitoring the results of queries based on time and resource indicators; methods of generating test data
for relational databases; system approach for complex assessment and analysis of productivity of work with relational databases.
Results. On the basis of the developed scorecard used for the current analysis of the processes of working with relational databases of
the MS Azure platform, numerous experiments were carried out for different levels of the model for simple and complex queries to a
database with a total volume of 20 GB: loading of DTU model levels when executing various queries, the influence of model levels
DTU Azure SQL database on the performance of simple and complex queries, the dependence of the execution time of various
queries on the load of the CPU and the speed of write/read operations for different levels of the model. Conclusions. The results of
the experiments allow us to conclude that the levels of the DTU model - S3 and S7 - are used to generate test data of various sizes (up
to 20 GB) and execute database queries. The practical use of the proposed indicators to evaluate the results of applying the DTU
model will improve the efficiency of decision-making on choosing the model level when implementing various queries and generating
test data on the Azure cloud platform. The developed set of indicators for working with relational databases on the Azure cloud
platform expands the basis of the methodological framework for evaluating the performance of working with relational databases on
cloud platforms by analyzing the results of executing the simple and complex database queries on the resources involved.

Keywords: cloud platform; relational database; DTU purchase model; indicators of time and workload; data generator; test
data; request complexity.

Relevance

One of the most powerful and relevant trends in the
use of modern information and communication systems of
different spheres of application is the creation and
implementation of database technologies. The use of these
technologies allows a significant increase in the efficiency
of information systems such as the Internet of Things,
cloud platform services, distributed data processing
systems — in distributed computing systems (e.g., grid
systems for intensive data processing), clusters with the
ability to connect data processing centers (DPCs) using
service-oriented archetypes, etc. One of the tasks here is to
create and test relational databases based on different
tools. Relational databases are now not only one of the
most popular technologies in terms of their versatility in
solving a significant number of tasks of various purposes,
but also a sufficiently large variety of their proposals in
the market of information services. DB development is an
important stage of its use — the creation of logical and
physical models is accompanied by constant monitoring of
the status of the existing database for optimization of their
work in conditions of scale and dynamic changes in the
number of users. This raises the problem of locating and
storing the database on remote servers, providing access to
them, which requires compliance with the requirements
for communication systems (the capabilities of Internet

resources), data center capacity, as well as the associated
financial costs. Therefore, there is a need for a general
solution to this problem and related partial tasks. One of
the possible ways is to use the services of the data storage
platforms designed to work with databases and data
warehouses

A brief overview of cloud platform services

Cloud computing is one of the trends of modern
information technology, which is rapidly developing and
is increasingly used at different levels of management.
Cloud computing is the provision of computing capacities,
warehouses, databases, resources and other resources of
cloud service platforms via the Internet [1]. Cloud
computing has the following advantages [2]:

1. Capital expenditures are being converted into
changes. There is no need to invest large sums of money
in data processing centers (DPC) and servers, not knowing
in advance what capacities will be needed in the future.
You can pay only for the actual use of computing
resources.

2. Significant savings in large volumes. When using
cloud computing, you can achieve a lower variable cost
than when creating your own computing infrastructure.

3.There is no need to predict what amount of
infrastructure resources will be needed. When making a
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decision on the volume of resources for program
implementation, often in the final time you can
run into downtime of expensive resources or lack of
capacity.

4. Increasing the speed and flexibility of developing
the features.

5. Lack of costs for launching and maintaining DPC
resources.

The global market for cloud solutions and services is
growing quite rapidly, so it is difficult to predict the rate
of its increase in practice. However, the existing data

cost of these solutions is increased (table 1) due to
infrastructure services (laaS model — DigitalOcean,
Linode, Rackspace, Amazon Web Services (AWS), Cisco
Metapod, Microsoft Azure, Google Compute Engine
(GCE).) And software provided as a service
(SaaS model - AWS Elastic Beanstalk, Windows Azure,
Heroku, Force.com, Google App Engine, Apache Stratos,
OpensShift) [1, 2, 4]. In 2021, the cost of cloud
services is projected to increase almost 2 times compared
to 2017. The largest segment of the public cloud
market remains SaaS, which, according to Gartner, by

record the same trends: the rapid growth rate of cloud 2021 will account for 45% of software costs

computing costs, as well as the associated market for in the world. The fastest growing segment

services, data centers and data traffic in these systems of analytics is the laaS service model, the

[1, 2]. In April 2018, Gartner analysts [3] published the volume of which in 2018 increased by

results of a study of the global public cloud market. The  almost 40%.

Table 1. World forecast of cloud services (billion dollars)

Cloud services 2017 2018 2019 2020 2021

Business Process as a Service (BPaaS) 42,6 46,4 50,1 54,1 58,4
Platform as a Service (PaaS) 11,9 15,0 18,6 22,7 27,3
Software as a Service (SaaS) 60,2 73,6 87,2 101,9 1171
Cloud management and security services 8,7 10,5 12,3 14,1 16,1
Infrastructure as a Service (1aaS) 30,0 40,8 52,9 67,4 83,5
Total market 153,5 186,4 2211 260,2 302,5

In recent years, cloud services such as DBaaS
(Database as a Service, AWS) and MWaaS (Middleware
as a Service) have appeared, which are a type of PaaS.
Using DBaas$, the user can access any type of database on
request and quickly deploy databases on any hardware in
the environment of the selected software platform
(operating system). MWaaSs is a specialized cloud solution
for companies. This service provides access to a
comprehensive  platform  with  the  appropriate
infrastructure to service enterprise programs and security
tools. Using MWaa$S, the user can quickly prepare a
specific software environment to perform the appropriate
tasks.

The highest rates of DBaaS use are based on the
Azure SQL database [5, 6, 9] and RDS AWS [7, 8]. Tools
and technologies related to the use of the following
models have been developed: deployment models,
migration models, and purchase models. At present, these
models are in fact the stages of creation, migration and use
of a certain price category of models used for relational
DB on cloud platforms [10-12].

These models of services for working with relational
DB on cloud platforms to justify the choice of resources
when working with certain DB do not fully take into
account the nature of work with DB, namely, the volume
of DB (number of records in tables), its filling method
(location) migration from a local resource or direct
deployment to available Azure resources), DB complexity
(number and volume of tables), DB query types - simple
and complex queries — that significantly affect the time
and efficiency of working with DB. This is especially
important when scaling DB and when using so-called

"cold" and operational data in the process of analytical
data processing of enterprises and institutions. Therefore,
it is key and promising to develop indicators for
quantitative (qualitative) evaluation of the results of
various types of queries to DB, taking into account
practical issues related to the scalability of systems (data
volumes) based on existing price categories of cloud
platform models.

Analysis of publications and setting the task

Let's analyze the state of the problem on the basis of
DB servers on the Azure and AWS cloud platforms
[5-8].

Microsoft Azure cloud platform: characteristics
and models of work with relational DB [5, 6].

Azure database SQL resides in the Azure cloud and
is part of the platform-as-a-service (PaaS) server model.
The SQL Azure database allows you to easily purchase a
fully managed DBMS PaaS core that meets your
productivity —and cost requirements. Depending
on the model of SQL Azure data base deployment, one
can choose the model that meets the user's
needs [5, 6]:

1.Based on DTU units (Database Transaction
Units). This model offers logical servers in SQL Azure
database.

2. On the basis of virtual cores (vCore) — this model
offers logical servers in SQL Azure database and kerned
instances in SQL Azure database.
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Table 2. Comparison of types of purchase models on the Microsoft Azure cloud platform

Purchase model

Description

Optimal

Purchase model
based on DTU
units

It is based on complex evaluation of computing resources, storage resources
and resources for input-output operations. The productivity levels are
expressed in data base transaction units (DTU) for individual databases, and
for elastic pools - in elastic data base transaction units (eDTU).

For customers who need
simple, pre-configured
resource options.

Purchase model
based on virtual
cores

This model allows to independently choose computing resources and
storages. In addition, it allows you to save costs due to the "Advantage of
Azure Hybrid Usage for SQL Server" program.

For customers who value
flexibility, control and
transparency.

The DTU-based purchase model offers a number of
pre-configured computing resource packages and included
storage capacity to ensure different levels of productivity
of add-ons. Data base transaction unit (DTU) is an integral
indicator of the capacity (productivity) of the CPU, RAM,
read and write operations and memory on a hard disk
drive (HDD, SSD). The physical characteristics (CPU,
memory, input/output operations) associated with each

Table 3. Levels of DTU-based purchase models

DTU measurement are calibrated using the performance
test which has the operating load of the real data base. The
productivity test consists of a set of transactions of
different types, which are executed in a data model
containing a number of tables and data types. When using
a model based on DTU units, users can choose between
different service levels (Basic, Standard and Premium) for
certain databases and elastic pools [5] (tables 3, 4).

Indicator Basic Standard Premium
Target workload Development and Development and application | Development and application
application in the working | in the working environment. | in the working environment.
environment.
Service level agreement with a 99.99% 99.99% 99.99%
guarantee of continuous operation time
Backup storage 7 days 35 days 35 days
CPU Low Low, medium, high Medium, high
I / O bandwidth (approx.) 2.5 1/0 operations on the 2.5 1/0 operations on the 48 1/0O operations on the
DTU DTU DTU
I/ O delay (approximately) 5 ms (read), 10 ms (write) | 5 ms (read), 10 ms (write) 2 ms (read and write)
Indexing columnstore Not available S3 and above Supported
In-memory OLTP Not available Not available Supported
Maximum storage size 2GB 1TB 4TB
Maximum number of DTUs 5 3,000 4,000
Table 4. Characteristics of levels of the purchase model based on DTU units
Level, model DTU| Storage volume| Max. storage Max. OLTP Max. number of Max. number of
included, GB volume, GB volume in queries, that are simultaneous
memory, GB performed sessions
simultaneously, in 1
second.
1 2 3 4 5 6 7
Basic B 5 2 2 N/A 30 300
Standard SO | 10 250 250 N/A 60 600
S1 | 20 250 250 N/A 90 900
S2 | 50 250 250 N/A 120 1200
250, 500, 750,
S3 | 100 250 1024 N/A 200 2400
250, 500, 750,
S4 | 200 250 1024 N/A 400 4800
250, 500, 750,
S6 | 400 250 1024 N/A 800 9600
s7 | 800 250 250, 500, 750, N/A 1600 19200
1024
S9 | 1600 250 250, 15824 750, N/A 3200 30000
s12 |3000 250 250, 509, 750 N/A 6000 30000
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The virtual core purchase model (vCore) provides
flexibility, control, and transparency in the consumption
of individual resources. A virtual core is a logical central
processor (CPU) that can select hardware generation and
physical hardware characteristics (such as number of
cores, memory capacity, and storage size). The model
allows you to independently choose computing and

Table 5. Levels of vCore-based purchase models

storage resources, ensure performance at the local
environment level and optimize costs and uses two levels
of services: general purpose and critical for business [5].
Service levels differ in the range of performance levels,
the structure to ensure a high level of availability, the
method of providing isolation from failures, types of
storage and the range of input- output operations (table 5).

Characteristics General purpose

Critically important for business

1 2

3

Optimal for
scalable variants of computing and storage

Most workloads. Offers budget balanced and

Business applications with high demands on input-
output operations. Offers the highest resistance to

bandwidth (speed)

resources. failures due to the use of several isolated replicas.
Computing - 4th generation: from 1 to 24 virtual cores; - 4th generation: from 1 to 24 virtual cores;
services
Memory - 5th generation: from 1 to 80 virtual cores. - 5th generation: from 1 to 80 virtual cores.
Input/output - 4th generation: 7 GB per core; - 4th generation: 7 GB per core;

Storage service - 5th generation: 5.1 GB per core.

- 5th generation: 5.1 GB per core

Availability 500 input/output operations per second on the 5,000 input/output operations per second per core
virtual core with a maximum of 7,000 operations with a maximum of 200,000 operations per second
per second.
Backups - Premium level remote control storage; - Local storage on SSD storage devices;
In memory - individual database: 5 GB - 4 TB; - separate database: 5 GB - 1 TB;
Amazon Web  Services cloud platform: instances of several types: optimized for working with
characteristics and models of working with relational —memory, for a high productivity or implementation of the
DB [7, 8]. write/read operations (table 6) and offers a choice of six

Amazon Relational Database Service (Amazon
RDS) is a web service that allows you to set up, use, and
scale relational databases in Amazon Web Services cloud.

database cores, including Microsoft SQL Server. When
working with the SQL Server database on the AWS
platform, the deployment model, the migration model and

Amazon RDS is available in the form of database the purchase model are also used.
Table 6. SQL Server database instance classes of the Amazon RDS service
Instance type vCPU processors Memory, GB Optimized for IOPS Instance type
(write/read speed)
Standard - the last generation
db.m4.large 2 8 Yes Medium
db.m4.xlarge 4 16 Yes High
db.m4.2xlarge 8 32 Yes High
db.m4.4xlarge 16 64 Yes High
db.m4.10xlarge 40 160 Yes 10 gigabits
Standard - the previous generation
db.m3.medium 1 3,75 - Medium
db.m3.large 2 7,5 - Medium
db.m3.xlarge 4 15 Yes High
db.m3.2xlarge 8 30 Yes High
Memory optimization - current generation
db.r3.large 2 15 - Medium
db.r3.xlarge 4 30,5 Yes Medium
db.r3.2xlarge 8 61 Yes High
db.r3.4xlarge 16 122 Yes High
db.r3.8xlarge 32 244 - 10 gigabits
Microinstances

db.t2.micro 1 1 - Low
db.t2.small 1 2 - Low
db.t2.medium 2 4 — Medium
db.t2.large 2 8 - Medium
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You do not need to purchase Microsoft SQL Server
licenses separately for service models that include a
license. The cost of licensed models includes the cost of
software, basic hardware resources and Amazon RDS
control capabilities. This model supports: Express Edition,
Web Edition, Standard Edition and Enterprise Edition [7].
The free use of AWS for Amazon RDS allows you to use
micro DB instances for free in one availability zone
running SQL Server Express Edition. By default, users
can create up to 40 instances of the Amazon RDS
database, including up to 10 instances of the SQL Server
DB under the licensing model. Therefore, the functionality
of using such a service is quite limited from the point of
view of the average user of cloud platforms.

Thus, the analysis and literary sources revealed the
advantages of the Microsoft Azure platform over the
Amazon Web Services platform:

1. Azure gives 200 dollars for 30 days as a free
subscription, which allows you to use a wide range of
services during this period. This allows us to investigate
the impact of increasing the price category of the database
on its productivity. AWS does not have such a possibility.

2. Access to the Azure database can be obtained
using the built-in editor of records in Azure Portal,
Microsoft SQL Server Management Studio, and Microsoft
Visual Studio. Access to the SQL Server database, located
on the AWS platform, is available only through Microsoft
SQL Server Management Studio.

3. With more regions available than any other
service provider, the Azure platform offers scale and
regions to keep additions as close as possible to users.

4. Microsoft Azure has a more intuitive interface for
creating and working with databases.

5. Microsoft Azure provides databases with
extensive real-time monitoring capabilities, automated
performance tuning based on inverse access models and
requests performance analysis.

6. Microsoft Azure has a more flexible interface for
working with relational databases and provides the ability
to easily set up and smoothly switch from one level (price
category) to another in the DTU model (within S0-S12)
(see table 3, table 4) as compared to the vCore model.

The purpose of this article is to develop indicators
for assessing and analyzing the performance of the
relational database service and to investigate the use of
price categories of existing models for different types of
queries (on the basis of the Azure cloud platform).

Materials and methods

Step 1 Creation of SQL Server database (projecting).

Step 2 Deployment of SQL Server database on local
resource.

Step 3. Filling SQL Server database with test data
using random number generator. The generator allows to
dynamically change the number of records in the created
database tables for evaluation of the influence of their
volume on the performance indicators of the model DTU.

Step 4: Development of simple and complex types of
queries for further evaluation of their results for some
level of the DTU Azure SQL database model.

Step 5: Testing the created database on a local
resource.

Step 6. Development of relational database
productivity indicators for DTU Azure SQL database
model taking into account characteristics of the purchase
model levels on the basis of DTU units (see tables 3
and 4).

Step 7: Analysis of the results obtained by
performing different types of queries to the database, and
formulating recommendations for choosing the price
category of the purchase model DTU Azure SQL database
for different types of queries.

Database design.
2 tables with a size of 1,000,000 records each (10
GB) were designed for testing (tables 7, 8).

Table 7. Customer

Field Data type
Customer ID unique identifier, Primary key
Email nvarchar(100)
Password nvarchar(50)
Creation Date Date time
Table 8. Permission
Field Data type
Permission ID unique identifier, Primary key
Customer 1D unique identifier, Foreign key
CanRead Bit
CanWrite Bit

Algorithm of the research conducting.

The algorithm was developed according to the given
sequence of stages of work with the database on the cloud
platform with such modification: designing and
deploying a relational database, developing queries of
varying complexity to the database, generating test data of
slow database volume and conducting experiments for the
DTU purchase model at the S0-S12 levels of the SQL
database service.

The algorithm is implemented by the following
steps.

Performance indicators for relational databases
for the DTU Azure SQL database purchase model.

To monitor the performance of the Azure SQL
database and the managed instance of Azure SQL, a
system for monitoring CPU usage and CPU usage is used
to control a certain level of the database model on an
ongoing basis. To do this, the Azure SQL database and the
managed instance of Azure SQL in the process can
provide resource metrics that can be viewed on the Azure
portal or using Azure Data Studio or SQL Server
Management Studio (SSMS). However, these indicators
are not enough for a comprehensive analysis of the use of
certain levels of models of database work on the Azure
platform, for which it is proposed to expand their
composition taking into account the characteristics of the
DTU model.

Based on the analysis of characteristics [9, 10, 13]
and indicators of levels (price categories) of the purchase
model DTU Azure SQL database [14, 15] the following
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indicators are proposed for evaluation and analysis of its

performance (table 9).

Table 9. Database performance indicators for the DTU purchase model

Ne Characteristic Description Comment
1 Request type Determined by the level of Determined by the number of
complexity of the query (simple, tables and poles in the query
complex)
2 Query execution time Query type execution time at DTU It is determined by the
model level, sec execution time of a certain
type of query at the model
level
3 The number of selected records in the query Number of selected records from The result of the query,
fixed-volume database tables for
simple and complex queries
4 The ratio of the number of selected records to the The effectiveness of the query absolute
total number of records in the tables,%
5 DTU load,% DTU model level load The result of the query,
6 CPU load,% CPU usage for DTU model level relative
7 Load OP, GB RAM load capacity, GB Determined by the load level
of the DTU model for the
query type
8 Number of operations per 1 second Number of query execution The CPU load for the DTU
operations per 1 sec. (input / read model level for the request
speed) type is determined
9 Number of DTUs on request Must not exceed 80% for all levels of| Determined by the amount of
the DTU model OP used to execute the query
The first 4 indicators are time indicators and 3 price categories (levels) of the model were selected

performance of requests; the rest are indicators of resource

utilization in the execution of requests.

Assessing  the

and complex queries to relational databases.

impact of DTU Azure SQL
database model levels on the performance of simple

to conduct research to assess the impact of price

categories of the DTU purchase model: S0, S3 and S7.
The results of execution of different types of queries

for performance indicators of the DTU model "Execution
time", "Number of selected records per query™ and "Ratio

of the number of selected records to their total number"
are summarized in tables 10 — 12 and in fig. 1.

Table 10. Results of execution of queries to the database for the price category SO

Number of The ratio of the
Ne of the Description of the quer Table Execution selected number of selected
query P query time, sec. records on the | records to their total
query number,%
Simple queries (SQ)
SQ1 SELECT * FROM dbo.Customers dbo.Customer 79 1001002 50,03
SELECT * FROM dbo.Customers WHERE
SQ2 Email LIKE 'A1% dbo.Customer 2 706 0,04
SELECT * FROM dbo.Customers WHERE
SQ3 CreationDate < GETDATE() dbo.Customer 93 201002 10,05
Complex queries (CQ)
SELECT * FROM dbo.Customers AS cus
CQ1 INNER JOIN dbo.Permissions AS per ggo.gusto_m(_er, 105 1001002 50,03
ON cus.Customerld = per.Customerld 0.Fermission
SELECT * FROM dbo.Customers AS cus
INNER JOIN dbo.Permissions AS per
CQ2 | ON cus.Customerld = per.Customerld ggo.gusto_mgr, 54 13827 0,69
WHERE cus.Password LIKE 'A% AND | PO-FErmission
per.CanRead = 1
SELECT * FROM dbo.Customers AS cus
LEFT JOIN dbo.Permissions AS per dbo.Customer,
cQs ON cus.Customerld = per.Customerld dbo.Permission 103 201002 10,05
WHERE cus.CreationDate < GETDATE()
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The results of queries for the S3 category of the model are given in table 11.

Table 11. Results of database queries for price category S3

The ratio of the
Noof th Executi Nurlnbfrdof number of
’ Sert ¢ Description of the query Table ti):ﬁgusg::n r:(':eoer((:jseon selected records to
query » SEC. their total
the query number,%
Simple queries (SQ)
SQ1 SELECT * FROM dbo.Customers dbo.Customer 73 1001002 50,03
SELECT * FROM dbo.Customers WHERE
SQ2 Email LIKE 'A1% dbo.Customer 1 706 0,04
SELECT * FROM dbo.Customers WHERE
SQ3 CreationDate < GETDATE() dbo.Customer 99 201002 10,05
Complex queries (CQ)
SELECT * FROM dbo.Customers AS cus dbo.Customer
CQ1 INNER JOIN dbo.Permissions AS per dbo .Permissiorll 97 1001002 50,03
ON cus.Customerld = per.Customerld '
SELECT * FROM dbo.Customers AS cus
INNER JOIN dbo.Permissions AS per
cQ?2 ON cus.Customerld = per.Customerld ggggeﬁ?ggn 43 13827 0,69
WHERE cus.Password LIKE 'A%' AND ’
per.CanRead = 1
SELECT * FROM dbo.Customers AS cus
LEFT JOIN dbo.Permissions AS per dbo.Customer,
cQs ON cus.Customerld = per.Customerld dbo.Permission 54 201002 10,05
WHERE cus.CreationDate < GETDATE()
The results of queries for the S7 model category are given in table 12.
Table 12. Results of database queries for price category S7
The ratio of the
Ne of th Execution Number of number of selected
2 o1 the Description of the query Table 0 selected records | records to their
query IMe, Sec. on the query total number,%
Simple queries (SQ)
SQ1 SELECT * FROM dbo.Customers dbo.Customer 53 1001002 50,03
SELECT * FROM dbo.Customers WHERE
SQ2 Email LIKE 'A1% dbo.Customer 1 706 0,04
SELECT * FROM dbo.Customers WHERE
SQ3 CreationDate < GETDATE() dbo.Customer 74 201002 10,05
Complex queries (CQ)
SELECT * FROM dbo.Customers AS cus dbo.Customer
CQ1 INNER JOIN dbo.Permissions AS per dbo .Permissiorl1 84 1001002 50,03
ON cus.Customerld = per.Customerld '
SELECT * FROM dbo.Customers AS cus
INNER JOIN dbo.Permissions AS per dbo.Customer
CQ2 ON cus.Customerld = per.Customerld dbo .Permissiorl1 37 13827 0,69
WHERE cus.Password LIKE 'A%' AND '
per.CanRead = 1
SELECT * FROM dbo.Customers AS cus
LEFT JOIN dbo.Permissions AS per dbo.Customer,
cQs3 ON cus.Customerld = per.Customerld dbo.Permission 42 201002 10,05
WHERE cus.CreationDate < GETDATE()
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Graph of the dependence of query execution time to the share (%) of selected
records for model levels
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Fig. 1. Graph of query execution time dependence on the share of selected records for different queries, %, for DTU model levels

From the graph we can conclude that the execution
time of different types of queries for their performance for
different levels of the model varies in the range: for
simple queries — 1.3 - 1.5 times, for complex queries -
1.25 - 2.5 times. Thus, increasing the level of the model
allows to increase the productivity of the database in the
range of 130% - 250% (for databases of 20 GB), and the
complexity of the query is determined by the relative
indicator — the number of received records for queries

to the total database volume during the time interval of
their implementation.

Further analysis of the model's performance will be
based on the indicators of resource load: "DTU load",
"CPU load", "RAM load" and "Number of operations per
1 sec.” (see table 9).

The load levels of the DTU model when generating
database test data are given in table 13.

Table 13. Indicators of the load levels of the DTU model when generating test data of the database

Model level DTU load,% CPU load, %
SO 100 15,57
S3 100 3,36
S7 55 0,72

The load levels of the DTU model when performing various queries are given in table 14.

Table 14. Load rate levels of the DTU model when executing different types of queries

Model level DTU load,% CPU load, % RAM load, GB. Number of operations
per 1 sec.

1 2 4 5
Query SQ1

S0 44 4,2 1,17 12671

S3 19 1,82 1,17 13712

S7 1,7 0,08 1,17 18887
Query SQ2

S0 52 3,8 0,9 353

S3 23 3,85 0,9 706

S7 2 0,31 0,9 706
Query SQ3

SO 68 5,2 1,05 2161

S3 22 1,54 1,05 2030

S7 1,8 0,9 1,05 2716
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The end Table 14
1 2 | 3 | 4 | 5
Query CQ1
SO 94 4,95 1,43 9533
S3 37 1,32 1,43 10320
S7 3,7 0,35 1,43 11917
Query CQ2
SO 83 574 1,22 256
S3 32 3,57 1,22 322
S7 14 0,21 1,22 374
Query CQ3
SO 81 4,3 1,14 1951
S3 31,7 2,69 1,14 3722
S7 2,1 0,31 1,14 4786

Thus, for different types of queries, the value of the key indicator -load of DTU varies: for simple queries — in the
range of 1.8% - 68%, complex queries - in the range of 1.4% - 94%, and therefore the optimal level of the S7 model.

Table 15. Number of operations per second (speed) when executing queries for level SO

Query type Number of selected records Query execution time, Number of operations per

Sec. second

SQ1 1001002 79 12671

SQ2 706 2 353

SQ3 201002 93 2161

cQ1 1001002 105 9533

CQ2 13827 54 256

CcQ3 201002 103 1951

Table 16. Number of operations per second (speed) when executing queries for level S3

Query type Number of selected records Query execution time, sec. Number of operations per

second

SQ1 1001002 3 13712

SQ2 706 1 706

SQ3 201002 99 2030

cQ1 1001002 97 10320

CcQ2 13827 43 322

CcQ3 201002 54 3722

Table 17. Number of operations per second (speed) when executing queries for level S7

Query type Number of selected records Query execution time, | Number of operations per second
sec.
sQ1 1001002 53 18887
SQ2 706 1 706
SQ3 201002 4 2716
cQ1 1001002 84 11917
CQ?2 13827 37 374
cQ3 201002 42 4786
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Thus, the speed of input/read operations when
performing various queries to the database varies analyze the relationships between query execution time

in the ranges: for simple queries 12671 (S0) — 18887 (S7), and resource indicators used in the model. They show
for complex queries — 256 (S0) — 374 (S7). Therefore, that it is desirable to use S2 level for simple

the choice of the S7 model level queries and at least S3 level for complex
is optimal. queries.

Figures 2 - 4 show the results of visualization to

Graph of the dependence of the execution time of query types on the CPU load and the
speed of write

read operations (number of operations/sec)for level 50
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Fig. 2. Graph of the dependence of query execution time on CPU load and write / read operation speed (number of operations/sec.) for
level SO

Graph of the execution time of query types on CPU usage and write/read speed (number of
operations/sec.) forlevel 83
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Fig. 3. Graph of query execution time dependence on CPU load and write/read operation speed (number of operations/sec.) for level
S3
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Graph of the dependence of the execution time of query types on the CPU load andthe speed
of write'read operations (hunber of operations/sec.)for level 57
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Fig. 4. Graph of dependence of time of execution of requests on CPU loading and speed of write/read operations (number of

operations/sec.) for level S7

Conclusions.

The analysis of services and models of database
work using cloud platforms showed that in the current
global trends of their use the most acceptable from a
practical point of view are the models of MS Azure
platform — DTU and vCore. To assess the effectiveness of
their use in working with relational databases, tools are
used to monitor indicators - query execution time and
resources involved (CPU and RAM load). It is proved that
for a detailed assessment and further analysis of
productivity it is necessary to expand the composition of
these indicators, for which 2 groups of indicators of
database work were proposed for the first time: indicators
of execution time and performance of simple and complex
queries the key indicator is the level of the DTU model.
An additional factor influencing the performance of the
selected DTU model is the data generation time — the

results show that the generation of large data (10 GB or
more) requires the use of the S7 level. Thus, based on the
results of the experiments, we can draw a general
conclusion — the optimal choice is the level of the model
within S3 and S7. The developed set of database
performance indicators on the Azure cloud platform
expands the basis of methodological principles of using
and evaluating the performance of relational databases on
cloud platforms [16 - 19] by analyzing the results of
simple and complex queries for the DTU model and
allows final selection of a model key factors - the type of
queries and the amount of test data.

Practical use of the proposed indicators for the DTU
model will increase the efficiency of decision-making on
the choice of model level in the implementation of
different types of queries and database data generation on
cloud platforms.
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JTOCJIIKEHHS MPOIYKTUBHOCTI MOJEJI DTU JUIS PEJSINIAHUX BA3
JTAHUX HA TIAT®OPMI AZURE

IMpu pimenHi 3aBaanb podotu 3 perauiiinumu B/ Ha xMapHux miardopMax BUHHKAe mpobnemMa BUOOPY MEBHOI MoOJemi A
3a0e3MeUCHHs MPOIYKTHUBHOCTI BUKOHAHHSI 3aIUTIB Pi3HOT CKIaHOCTI. O6’€KTOM JOCII/KCHHS € MPOLIECH peati3allil pi3HuX
TUNIB 3anuTiB A0 pemsauidHux BJ B pamkax moneni npuabanus DTU mnardpopmu MS Azure. Ilpeamerom € mertoau
OIIHIOBaHHSI MTPOAYKTHUBHOCTI po0OoTH 3 pensiiiinumu b/l Ha OCHOBI 4acOBHMX MMOKa3HHMKIB BUKOHAHHS 3allUTIB Ta MOKA3HUKIB
3aBaHTAXKEHOCTI pecypciB XMapHOi Iuatdpopmu. MeTa AOCHIIKEHHS MOJSTae B PO3pPOOJICHHI CUCTEMH TOKa3HUKIB JUIs
MOHITOPHHTY IIOTOYHOTO CTaHy po6oTH 3 b/l ast 06rpyHTOBAaHOTO MPUHHATTS PillIeHb MO0 BUOOPY NMEBHOI IIIHOBOT KaTeTopii
mozeni DTU xmapnoro cepsicy MS Azure, 110 103BOJUTH ONTHMI3yBaTH pe3yiabTaTd pobotu 3 b/l mnardopmu JlocarueHHs
MIOCTaBJIEHOT METH Tepeadadac BUKOHAHHS TaKHMX 3aBJaHb: POaHANII3yBaTH Cy4acHi 3acobu Ta cepsicu podotu 3 bJ1, 30kpema
pemsuiiinumu B/, Ha xmapHux maardpopmax Azure Ta AWS, ocoOmuBocTi iX 3acTocyBaHHA Ta peaiizalii; po3poOuTu
nporpamHe 3a0e3nedeHHs AT TeHepallisi TeCTOBHX persiianx b/l pi3HHX 00’€MiB; MPOBECTH TECTyBaHHS 3reHepoBaHUX b/l
Ha JIOKAJILHOMY pecCypci; 3 BpaxyBaHHsIM XapakTepucTuk piBHIB Moneni DTU Azure po3poOHTH HOBY CHCTEMY IMOKAa3HHUKIB
MPOIYKTHBHOCTI , SIKa BKIIIOYAE 2 TPYIH - YaCOBI IOKA3HUKH Ta MOKA3HUKHU 3aBaHTAXKEHOCTI iICHYIOUMX PecypciB miathopmu;
pO3po0uTH Ta peaizyBaTH 3allUTH Pi3HOT CKIAAHOCTI JJsl 3reHepoBaHOi TectoBoi B/l ans pisHux piBHiB mogeni DTU rta
MPOBECTH aHANli3 OTPUMaHHUX pe3ysbTariB. MeToau. B mocmipkeHHI BHKOPHCTAaHO Taki METONU: METOIM MPOEKTYBAHHS
pensiuiiiHuX 06a3 MaHWX; METOAM CTBOpEHHS 3anuTiB y SQL-opieHTOBaHMX 0a3ax NaHWX 3 JOBUIBHOK KIUIBKICTIO TaOJHIIb;
METOIY CTBOPEHHS Ta Mirpamii JaHWUX Yy XMapHi IatpopMy; METOAW MOHITOPHHTY pPe3yNbTaTiB BUKOHAHHS 3alHTiB
Ha OCHOBI 4YacOBHUX Ta PECYpCHHMX IOKa3HHKIB, METOOM T'eHepalii TeCTOBUX MaHWUX Juisi pensauiiinux BJ; cucremuunit
MiAXiJ UIT KOMIDIEKCHOTO OLIHIOBAaHHS Ta aHalli3y MPOIYKTHBHOCTI pobotH 3 pemsuiiauMu B/I. Pe3yabTaTtH. Ha ocHOBI
PpO3po0IIeHOT CUCTEMH TMOKA3HMKIB, IO BUKOPHUCTOBYETHCS JJIsi TOTOYHOTO aHali3y MpOIeciB poOOTH 3 pensuiiHumMu Bl
wiatgopmu MS Azure, TPOBEACHO YHUCENbHI EKCIEPHMEHTH IS PI3HAX PIBHIB MOAENI Ui TPOCTHX Ta CKIATHHUX
3anuTiB 10 b/l 3aransnuM 06’emom 20 I'b: naBanTaxkeHHs piBHIB Mozeni DTU npu BUKOHaHHI Pi3HHUX 3alUTiB, BIUIMB PiBHIB
mozaeni DTU Azure SQL database Ha mOKa3HHKHM BHKOHAHHS NPOCTUX Ta CKJIAJHHUX 3alMTIB, 3aJEXKHICTh Yacy BUKOHAHHS
pisHEx 3anuTiB  Bix 3aBaHtaxenocti CPU (III) Ta [mBHAOKOCTI omepamid 3amucy/duTaHHS UL Pi3HUX
piBHIB Mozeni. BucHoBku. OTpuMaHi pe3ylbTaTH EKCIEPHMEHTIB IO3BOJISIOTH 3POOMTH BHCHOBOK IIOAO BHUKOPUCTAHHS
piBaiB Mozeni DTU - S3 ta S7 - mis reHepanii TecToBuX AaHHX pizHOro o6’emy (mo 20 I'B) ta BukonaHus 3amutiB 10 B/I.
[TpakTH4yHE BUKOPUCTaHHS 3aIIpOIIOHOBAHMUX ITOKA3HUKIB IS OLIHIOBAHHS Pe3yNbTaTiB 3acTocyBanHs Moneni DTU no3Bonuts
HOiABUIUTY e(EKTUBHICTh NPUMHATTS pillleHb 1040 BHOOpPY DIBHS MOAENi NpH peaii3auii pi3HMX 3aluTiB Ta TeHepawii
TecToBUX JAaHux bJl Ha xmapHiit mmatdopmi Azure. Po3poOnenuii HaOip MOKa3HUKIB poOoTh 3 pensuiiHuMu BJ]
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Ha XMapHii miaTgopmi Azure po3IUpPIOE 6a3UC METOAOJIOTIYHUX 3aCa/l OI[IHFOBAHHS MPOIYKTUBHOCTI POOOTH 3 peAIlitHUMU
Bl Ha xmapHUX ardpopMax IUIIXOM aHaji3y pe3yJbTaTiB BUKOHAHHS MPOCTHX Ta CKIATHHX 3amuTiB g0 B/l Ha 3amisHuX
pecypcax.

KawuoBi cioBa: xmapHa tuatgopma; pensiiiiHa 0a3a manux; moxaens mnpunoanHs DTU; mokazHHKM dacy Ta
3aBaHTaKCHOCTI; FCHEPaToOp TAHUX; TECTOBI JaHi; CKJIAJIHICTh 3aMuTy.

NCCIEJOBAHME ITPOU3BOJAUTEJIBHOCTH MOAEJIN DTU AJIsA
PEJIAIUOHHBIX BA3 JTAHHBIX HA IIVIAT®OPME AZURE

Ipu pemenuu 3agau paboTsl ¢ persiuuoHHbBIMU B/l Ha o0OnaunbIX mIaTdopMax BO3HHMKAeT IpoOieMa BbIOOpa OIpeleNIeHHON
MOJeNH Uil 00ecredeHHs MPOM3BOAUTEIFHOCTH BBINOJHEHMS 3alpOCOB Pa3HON CIOKHOCTH. OO0BEKTOM HCCIeIOBAHUS
SIBIISIIOTCSL  TIPOLIECCHl  peaM3alliil Pa3lIM4HbIX THIIOB 3alpOCOB K PENSIMOHHBIM 0a3aM JaHHBIX B paMKax MOJEIH
npuobperennss DTU mnarpopmer MS Azure. Ilpeamerom sBisieTCS METOJbI OLICHKH IPOW3BOJUTEIBHOCTH PabOTHI C
PENSIUMOHHBIMU 0a3aMH JaHHBIX HA OCHOBE BPEMEHHBIX IOKa3aTeliel BBHIIOJHEHUS 3allPOCOB M IIOKa3aTelNel 3arpy>KeHHOCTH
pecypcoB obnauHol miardopmsl. Henb uccnenoBaHus 3aKiI04aeTCs B pa3pabOTKe CUCTEMBI IOKa3aTelel Uil MOHUTOPUHIA
TEKYILEro COCTOSHUSA paboThl ¢ BJ] A 000CHOBAaHHOTO MPHHATHS PEIICHHH BbIOOpA OMPE/ICICHHON IIEHOBOH KaTeropuu
monenu DTU oOmaunoro cepsuca MS Azure, 4To MO3BOJUT ONTHMHU3HPOBATh pe3yibTaThl paboThl ¢ BJI. miaaTtdopmbl
JlocTrKeHHe MOCTaBJICHHBIX LeJIel MPEINoyiaraeT BBIIOJHEHUE CIEAYIOIMX 3aJa4: IPOAaHAIU3UPOBATh COBPEMEHHBIE
cpenctea u cepBUchl padoTsl ¢ B/, B wactHocTH pensiuuoHHbiME BJ], Ha oOnaunbix miatdopmax Azure 1 AWS, ocoOeHHOCTH
UX IPUMEHEHUsI U peau3alun; pa3paboTaTte IporpaMMHoe oOecriedeHue Uil TeHepaIlii TEeCTOBBIX PeIIHOHHBIX B/l pa3HbIX
00bEMOB; IIPOBECTU TECTUPOBAHNE CreHepUpoBaHHbIX bJl Ha JIOKaJIbHOM pecypce; ¢ yUeTOM XapaKTepUCTHK YPOBHEH MoJenu
DTU Azure pa3pabotaTh HOBYIO CHCTEMY IOKa3aTeJel MPOU3BOAUTEIHLHOCTH, KOTOpas BKJIFOYACT 2 TPYIIBI — BPEeMEHHBIC
[IOKa3aTeNyd U IOKa3aTeNlu 3arpy’KeHHOCTH CYLIECTBYIOIIUX PECypcoB ILIAT(GOpMbI; pa3paboTaTb U peanu3oBaTh 3allpOCh
pa3Hoii CIIOXKHOCTH 7Sl CreHepupoBaHHOHN TecToBoM B/l st paszueix yposHeit mogenu DTU u npoBecTn aHamu3 MOITy9IeHHBIX
pe3ynbTaTtoB. MeToabl. B uccnenoBaHuy UCIONIb30BAHBI CIEAYIONIME METOABL: METOJbl IPOEKTUPOBAHNUS PESILIUOHHBIX 0a3
JaHHBIX; METOIBI CO3JAaHUs 3ampocoB B SQL-OpHEHTHPOBaHHBIX 0a3aX MaHHBIX C MPOHM3BOJILHBEIM KOJMYECTBOM TaOJIHII;
METOJIbl CO3JaHUsI U MUTPAIUU JAHHBIX B 00JIauHbIe IIATGOPMBL; METObl MOHUTOPHHIA PE3yJIbTaTOB BBIIIOJIHEHUS 3alIpOCOB
Ha OCHOBE BPEMEHHBIX M PECYPCHBIX IOKa3aTesel; MeTOIbl TeHEePALM TECTOBBIX JaHHBIX AJ peAuuoHHbIX BJI; cucTeMHbIit
HOJXOJ Al KOMIUIEKCHON OLIEHKH M aHalu3a [MPOU3BOJUTENLHOCTU paboThl ¢ persinuoHHeiMU BJI. PesyabTaTel. Ha ocHoBe
pa3paboOTaHHOW CHCTEMBI MOKAa3aTeliei, MCIOAb3yeMOW IS TEKYIIEro aHali3a MpOIeCCOB pabOTHI C PENSIMOHHBIMU BJ]
wiatdopmsl MS Azure, IpoBeieHbI MHOTOUUCIICHHBIE SKCIIEPUMEHTHI YISl Pa3HBIX YPOBHEH MOJEIH UL IIPOCTHIX U CIIOXKHBIX
3ampocoB k bJl o6mum o6pemom 20 I'b: Harpyska yposHe#t moaenut DTU mipu BBIONHEHWH pa3TUYHBIX 3alPOCOB, BIUSHUE
ypoBHel mogenn DTU Azure SQL database Ha mokaszaTenu BBINOJIHEHMS HPOCTBIX U CJIOXKHBIX 3allpOCOB, 3aBUCHUMOCTD
BPEMEHH BBITNOJIHEHUS Pa3IMYHBIX 3armpocoB oT 3arpyxenHoctd CPU (LIT) u ckopocTH onepanuii 3amiucu/aTeHust Uil pa3HbIX
ypoBHel Mojend. BouiBoabl. [lonyueHHbIE pe3ynbTaThl SKCIEPUMEHTOB IIO3BOJISIOT C/ENATh BBIBOA 00 HCIIOJIB30BAHUU
yposHeit mozenu DTU - S3 u S7 - 1 reHepaliu TECTOBBIX JAHHBIX pa3HOro oobema (10 20 I'B) 1 BBIMOIHEHUS 3alPOCOB K
B/Jl. IlpakTHueckoe HCIONB30BaHUE IPEUIOKEHHBIX IOKa3aTeled Uil OLEHKHM pe3ylbTaToB IpuMmeHeHus moaenun DTU
MIO3BOJIUT TTOBBICHTH 3P (PEKTHBHOCTD MPUHATHS PEIIEHUH IO BHIOOPY YPOBHS MOJENH NPH PeaTn3alyi Pa3IHIHbIX 3a[IPOCOB U
reHepaluy TECTOBBIX JaHHBIX Ha 00mauHoi miatdopme Azure. PaspaboranHslii Habop mokaszartenei paboThl C PEISLIUOHHBIMU
B/l Ha obnayHoif taTopMe Azure pacimupsieT 6a3uc METOIOJIOTUIECKHX OCHOB JUISl OLEHKU MPOU3BOJUTENHLHOCTH PabOTHI C
pemsiuuoHHbIMU BJ] Ha o6nauHbIX muaTdopMax IMyTeM aHalu3a pPe3yJbTaTOB BBIIOJHEHUS NIPOCTBHIX U CIOXKHBIX 3alPOCOB K
B/l Ha 3ameiicTBOBaHHBIX pecypcax.

KiioueBble cioBa: oOnauHas IuiatdopMa; pessiMOHHas 0a3a JaHHBIX; Mojenb npuoOperenus DTU; mokasarenu
BPEMEHU U 3arpy>KEHHOCTH; TeHEPATOp JaHHBIX; TECTOBBIC JAHHbIE; CIOXKHOCTH 3aIpoca.
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