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ESTIMATION OF SOFTWARE COMPLEXITY OF CALCULATION OF
AUTOREGRESSION COEFFICIENTS AT DIGITAL SPECTRAL ANALYSIS

The subject of research in the article are algorithms for fast calculation of autoregression coefficients in digital spectral analysis and
estimation of the number of arithmetic operations required for their implementation. The aim of the article — comparative analysis of
the speed of different algorithms for calculating the coefficients of autoregression as part of the algorithms of spectral analysis,
including analysis of the complexity of their microcontroller implementation. Tasks to be solved: selection of spectral analysis
methods suitable for diagnostics of technological equipment, analysis of methods for calculating autoregression coefficients and
derivation of relations for estimating software complexity of algorithms and calculation of numerical estimates of addition and
multiplication for some algorithms, adaptation of developed methods and estimates to microcontrollers. spectrum Applied methods:
algorithm theory, Fourier transform, natural series, microcontroller programming. The results obtained: it is shown that spectral
estimation methods based on Yul-Walker equations, which require the calculation of autoaggression coefficients, combine sufficient
resolution and resistance to interference with acceptable implementation complexity. Estimates of the number of additions and
multiplications for the Levinson, Durbin, and Trench algorithms are obtained, and their comparative analysis is performed. The
calculation times for microcontroller arithmetic with fixed and floating points were count upon. Conclusions: When constructing
spectrum analyzers for the diagnosis of technological equipment, it is advisable to use the Yul-Walker method. A comparison of
Levinson, Durbin, and Trench algorithms for calculating autoregression coefficients showed that the Trench method requires a
minimum number of additions, and the Durbin method requires a minimum number of multiplications. At microcontroller realization
of spectrum analyzers, it is necessary to consider features of the arithmetic used by the controller. The Trench method is the fastest in

the case of floating-point arithmetic and small-scale modeling. In other cases, Durbin's method is more effective.
Keywords: spectral analysis; autoregression; Levinson; Durbin; Trench algorithms; computational complexity; computer

arithmetic; microcontrollers.

Introduction

Monitoring of spectra of mechanical oscillations and
signals of energy objects is widely used in solving some
problems in the fields of technical and medical
diagnostics. By analyzing the amplitudes and locations of
the spectral density peaks, we can conclude about the state
of the object under study. In particular, changes in the
pattern of mechanical vibrations caused by malfunctions
of mechanical systems, including turbines and generators,
can be quickly detected. On the other hand, the analysis of
the spectrum of energy signals allows to assess the quality
of electricity and take measures to improve it.

There are a number of spectral estimation algorithms
that differ in resolution, resistance to interference,
complexity of software and hardware implementation. At
the same time, the development of microprocessor
technology has made it possible to create portable devices
with built-in microcontrollers that provide operational
spectral analysis of technical objects in real time. The
spectral analysis algorithms used in such devices must
ensure acceptable separation and suppression of noise and
at the same time a minimum number of addition and
multiplication operations.

Sufficient accuracy in combination with acceptable
computational complexity is provided by spectral analysis
algorithms based on parametric models, in particular
Berg's algorithm, covariance algorithm, MUSIC method.
The most widespread due to the combination of
satisfactory technical characteristics and ease of
implementation was the method of Yul-Walker [1]. Its
practical application, however, is somewhat complicated
by the lack of estimates of the number of computational
operations that may be required for a reasonable choice of
a microcontroller. Therefore, it is important to obtain the

relations that determine the computational complexity of
both the algorithm for spectral estimation in general and
its individual components.

Review of existing methods of spectral analysis and
estimates of their labor content

Automated diagnostic systems for technological
equipment are increasingly used in the creation of the
industrial Internet of Things and eventually in the
construction of "smart industries”. Rhythmic work of
modern automated industries is impossible without timely
detection and replacement of failed elements. At the same
time, the development of modern computer equipment
allows the use of complex but effective diagnostic
algorithms.

Thus, [1] solves the problem of classification of
aircraft engine operating modes based on neural network
technologies in real time, and selects the most efficient
network architecture. In the article [2] to solve this
problem uses the apparatus of fuzzy sets. In this case, the
proposed logical inference mechanism eliminates the use
of the product rule base, which ensures the practical
independence of the computational procedure from the
size of the problem. A feature of the methods used in
[1, 2] is the use of complex computational algorithms that
require significant computing power.

Many papers recommend the use of digital signal
processing in technical diagnostic tasks, including analysis
of frequency characteristics. Thus, in [3] a method of
increasing the stability of estimates of parameters of
energy systems, including spectral characteristics, is
proposed. However, the main attention in the article is
paid to modifications of algorithms for calculation of
autocorrelation functions, while methods of calculation of
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autoregression coefficients and estimation of their
complexity are practically not considered.

Similar issues are studied in [4, 5], where the
stability of energy systems is analyzed by monitoring
electromechanical oscillations. As diagnostic information
in the work it is offered to consider frequencies and
attenuation coefficients of the main harmonics of energy
signals. The efficiency of the multi-channel Yule-Walker
estimation of a multidimensional autoregressive model for
determining the parameters of power systems is
investigated, and in [4] the model is introduced, and in [5]
its decomposition by eigenvectors is considered.
Unfortunately, the methods proposed in the works require
a significant amount of calculations and are unsuitable for
use at local measuring instruments.

Algorithms for solving systems of linear equations
with Hankel matrices [6] and Toeplitz [7], which arise in
spectral analysis problems, are considered in [6, 7],
however, the methods proposed in these works are not
always suitable for solving Yul-Walker equation systems.
The  Levinson-Durbin  algorithm  for  studying
autoregression processes is used in [8]. The authors
modified the algorithm, providing on the one hand its
recursive execution, on the other - the ability to calculate
derivatives and the Hesse matrix. However, there is no
comparison of the Levinson-Durbin algorithm with other
algorithms, in particular, the Trench algorithm.

Issues of speed of spectral analysis algorithms are
considered in [9, 10]. The main idea of the article [9] is to
estimate the spectral peaks by the method of maximum
likelihood. The method developed by the authors
significantly reduces the computational complexity of
spectral estimation, providing sufficient resolution. In
[10], it is proposed to estimate the frequency spectrum by
interpolating the discrete Fourier transform coefficients,
which allows to detect spectral peaks and adjacent
frequencies. In this case, the performance estimates given
in [9, 10] are not tied to a specific technical base, which
complicates the design of spectrum analyzers.

A number of works consider the possibility of using
a modern element base for signal processing. Thus, in [11]
the implementation of the method of measuring the
parameters of signals and paths on FPGA with increasing
the accuracy of optimal information processing is
considered, but the work does not provide data on the
speed of the proposed technical solutions. The
microcontroller implementation of spectrum analyzers is
considered in [12, 13].

The aim of the article is a comparative analysis of
the speed of different algorithms for calculating the
autoregression coefficients as part of the algorithms of
spectral  analysis, including the microcontroller
implementation of some algorithms.

Theoretical analysis of autoregressive algorithms

A group of spectral analysis algorithms based on
signal representation as a result of white noise passing
through a digital filter has become widespread. In this
case, the spectrum X(w) coincides with the frequency
response of the filter H(w) up to a constant multiplier.

Then, restoring the structure and coefficients of the filter,
you can calculate its frequency response and the spectrum
of the signal X(w). If the supposed filter has HIX — the
structure containing only the return branch, i.e. in its
transfer characteristic there are only poles

1
1-b-z'-b,-z2—..=b, - z¥P b, -z’ (

H(z) = 1)
where M is a model order,

b, — filter coefficients (autoregression coefficients),

then there is an autoregression model (AR model).
Determining the spectrum estimate in the case of using the
autoregression model occurs in three stages:

1. Calculation of estimates of autocorrelation
functions (ACF),

1 N-1
R(k) = Wz X Xk, )
i-0

where x; - samples of the discrete signal, N is the number
of samples, R(k) is the ACF value.

2. Compilation and solution of the so-called Yul-
Walker equations

R(0) R(-1) R(-M) 1 D,
R(L) R(-0) R(-M +1) b, 0
........................................... - |7 ,(3)
RM-1) RM-2) ..R() byy| |0
RM)  R(M-1) .. R(0) by, 0

where M is a model order,

b, — filter coefficients (autoregression coefficients)
in (1),

D, —noise dispersion.

3. Calculation of power spectral density S(®),

S(0) = . _—

M 2 M
(1— > by cos(mk)j + (z by sin(cok)]
k=1 k=1

and the amplitude spectrum X(m)=+/S(0) ,

where o is the dimensionless cyclic frequency,
S(w) is the spectral power density,

X (o) is the amplitude spectrum.

The most labor content stage of calculations is the
solution of the system of Yul-Walker equations (3). The
application of the traditional Gaussian method requires

. M3 3 5 . . .
approximately TJFE M2 5 M arithmetic operations.
However, it should be borne in mind that the matrices of
coefficients of systems of linear equations have a special
form - they have all the elements located on any diagonal,
identical, ie.a ;=a.,,;,. Such matrices are called
greenhouse (named after the German mathematician O.
Toeplitz), and a number of methods have been developed
to solve systems with greenhouse matrices of coefficients
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—algorithms of Levinson, Durbin, Trench [14]. The use of
such algorithms can significantly reduce the number of
operations and the amount of memory when solving
systems of linear equations and, thus, simplify the process
of finding model coefficients and spectral estimates.

Calculation of the number of arithmetic operations

To solve the system of Yul-Walker equations using
the Levinson algorithm, it is necessary to make (M — 1)
iterations, where M is the order of the model. At each
iteration, the scalar variables o, 8, and u, as well as the
auxiliary vectors v and z, are calculated. When calculating
the scalar variable B by the formula

B =B (1- akz—l)

it is necessary to perform two multiplication
operations and one addition operation. When calculating
the scalar variable p by the formula

B, —r -EX
By

k additions and k + 1 multiplications are performed,
where k is the number of the current iteration. To find the
vector by the formula

My =

v=X+uy

it is necessary to perform k additions and k
multiplications. To calculate the scalar variable a by the
formula

(T

r-k+1-‘r_r y

a, =— r;
k

k additions and k + 1 multiplications are spent, and
finding the auxiliary vector z by the formula

z=y+ay

k additions and k multiplications are performed.
Summarizing all arithmetic operations, we obtain the
number of additions and multiplications in the algorithm.
For the first part of the algorithm, when k changes in the
range 1: M —1:

Number of additions S, =1+k+k =2k +1;

Number of multiplications P, =2+k+1+k =2k +3.

For the second part of the algorithm, when
k=1:M-2:
S, =k+k=2k.

P,=k+1+k=2k+1

Calculate the total number of additions and
multiplications for each of the stages, using the formula to
calculate the sum of the arithmetic progression.

M-1 M-1
S, =).S,=> (2k+])=M?*-1,
k=1 k=1
M-1 M-1
P=>P,=> (2k+3)=M?+2M -3,

k=1 k=1

S, = Zskz
P, = Z Po=
k=1

Combining these two sums, we finally get the
number of additions:

-3M +2,

ZZk M?

Z(2k+1):M2—2M.
=1

S=8,+S,=2M?—3M +1. )

And the number of multiplications:
P=P+P,=2M?*-3. (6)

When solving the system of Yul-Walker equations
based on the Durbin algorithm at each step, the calculation
of two scalar variables o, § and the auxiliary vector z is
performed, which can be written by such recursive
relations

L
r,+r®T.
o = tentT Y

B

where S, = ﬁk—l(l_akz—l) .

The number of iterations of the main cycle in the
algorithm is equal to M — 1. When calculating the scalar
variable g it is necessary to perform two multiplication
operations and one addition operation. When calculating
the scalar variable a, k additions and k + 1 multiplications
are performed, where k is the number of the current
iteration. To calculate the auxiliary vector z by the
formula:

Z, =Y, +ay,,, ;, Where i=1:k .

k additions and k multiplications are performed (k is
the number of the current iteration). Summarizing the
arithmetic operations for one iteration, we obtain: the
number of additions at each step S, =1+k+k=2k+1;

the number of multiplications B, =2+k+1+k =2k +3.

Since k depends on the number of iterations, and the
number of required iterations is M — 1, the total number of
additions and multiplications is equal to:

-1 M-1

S=)'S =) (2k+)=M*-1, 7
k=1 k=1
M-1 M-1
P=>PR =Y (k+3)=M?+2M -3. (8)
k=1 k=1

To solve the system of Yul-Walker equations, using
the Trench algorithm, the first step is to calculate the
scalar variable y, as well as the auxiliary vector v by
formulas:

Counting the number of transactions, we obtain:
Number of additions S, =M —1;
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Number of
P=M+M-1=2M-1.

In the second stage, a nested cycle is used, which
calculates the matrix B = T™*. The number of iterations
of the inner cycle depends on the current step of iteration
of the outer cycle and is equal to: for the outer cycle
i =2:((M-1)/2 + 1), for the inner cycle j = i:(M —i + 1).
When calculating the elements of the matrix B by the
formula:

multiplications

UL} =0, Uy

e

b..=b

(] n—j,n—i+
it is necessary to perform two addition operations and three
multiplication operations at each stage of the internal
and external cycles. Thus, the number of additions
and multiplications in the second stage will be
equal:

M71+1 Eﬂ Eﬂ
2 M-itl 2 M-itl 2 2 _
S, =D D Su=. 2:2.Z(M_2k+2):2.w:M2_2M+l
k=2 i=2 k=2 i=2 k=2
Mﬁ Mﬂ Eﬂ
M—i+l M—i+1 2 2 _
P, = P,= 3=3. Z (M_2k+2):3.w:§.(MZ_ZM +1).
k2 i2 k=2 i2 k=2 2 2
Combining the two sums, we finally get the number of additions and multiplications:
$=8,+S,=M-1+M?-2M +1=M*-M ; 9

P=P+P, =2M —1+§(M2—2M +1)=g|v|2—|v| +=

1
> (10)

According to formulas (5-10), graphs of the dependences of the number of additions S and multiplications P
required to solve the Yul-Walker equations on the order of the autoregression model M were constructed.
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Fig 1. Dependence of the number of additions (a) and multiplications (b) on the order of the autoregression model

From the figures it is obvious that the number of
additions is minimal for the Trench algorithm, the number
of multiplications — for the Durbin algorithm. A more
accurate comparison of the performance of algorithms can
be performed taking into account the specific element
base used.

Estimation of complexity of microcontroller realization
of the solution of Yul-Walker equations

When creating portable spectrum analyzers for
diagnostics of energy facilities and other technological

equipment, it is advisable to use hardware and software
based on microcontrollers [12, 13]. For a reasonable
choice of parameters of the microprocessor spectrum
analyzer can be useful to calculate the approximate time
of solving Yule-Walker equations on a microcontroller
base, taking into account the previously obtained relations
(5-10) and information about the time of arithmetic
operations, given, for example, in [15].

Thus, the Mega 2560 microcontroller requires 12
microseconds for 64-bit integer addition and 60
microseconds for integer multiplication. For floating-point
arithmetic operations, 13 and 15 microseconds,
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respectively. As a result, the dependences of the time of
solving the Yul-Walker equations on the order of the
model were constructed (fig. 2). The obtained time
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characteristics are, of course, evaluative, as they do not
take into account the delay and branching commands, but
can be the basis for a reasoned choice of technical means.
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Fig. 2. Dependence of the time of solving the Yul-Walker equations on the model order (a-integer arithmetic, b-floating-point

arithmetic)

It follows from the figures that the Durbin algorithm
has the highest speed for fixed-point arithmetic. For
floating-point arithmetic at small values of the model
order (M<6), the Trench algorithm is more efficient. Thus,
for M=5 the calculation time according to the algorithm of
the Trench algorithm is 755 us, according to the Durbin
algorithm - 792 ps. At values of M> 6 the performance of
the Durbin algorithm is higher. Naturally, in the presence
of data on the time of arithmetic operations, similar
calculations can be performed on other platforms.

Conclusions

1. The spectral estimation method based on the Yul-
Walker equations, which require the calculation of
autoregression coefficients, combines sufficient resolution
and noise immunity with acceptable implementation
complexity.
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OIITHKA IMPOT'PAMHOI CKJIAJTHOCTI OBUHUCJEHHA KOE®IIIEHTIB
ABTOPET'PECII IIPU IIU®POBOMY CIIEKTPAJILHOMY AHAJII3I

IIpenMeToM OCTIKEHHS y CTATTi € aIrOPUTMH LIBHAKOTO 00YHCIICHHS Koe(illieHTiB aBToperpecii npu HudpoBoMy CIIEKTpalIbHOMY
aHali3i Ta OLIHKM KINbKOCTI apu(METHYHHX Omepaliif, HeoOXimHuX st ix peamizamii. Mera crarTi — MOPIBHAJIBHHUN aHai3
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LIBUAKOIT Pi3HHUX aNrOpUTMIB 004nCIeHHs Koe(illi€HTIB aBTOperpecii sIk CKJIaI0BO1 YaCTHHH alTOPUTMIB CIIEKTPAIBLHOTO aHali3y, y
TOMYy YHCII aHaJi3 CKJIAQJHOCTI IXHBOI MIKpPOKOHTpoJepHOI peaiizamii. 3aBaaHHs, IO BHPIIIYIOTHCSA: BHIUICHHS METOIIB
CIEKTPAIbHOTO aHajli3y, NPUIATHUX MU MIarHOCTUKH TEXHOJOTIYHOrO OONaJHAaHHS, aHaJi3 METOIIB OOYHCIeHHS Koe(illieHTiB
aBTOperpecii Ta BUBEJCHHs CIIBBIHOIICHD JUIS OLIHIOBAHHS ITPOTPAMHOI CKIATHOCTI aJITOPHTMIB Ta PO3PAaXyHOK YHCIOBHX OIIHOK
YHCIIa JOAaBaHb Ta MHOXKEHB JUIS ISSIKMX alrOPUTMIB, alanTamnisi po3poOIeHNX METOIB Ta OIIHOK 10 MIKPOKOHTpPOJIEPHOI peasi3amii
aHaJIi3aToOpPiB CHEKTPY 3acTOCOBYBAaHI MeETOAM: TEOpis alrOopUTMiB, INepeTBOpeHHI Dyp’e, HaTypaidbHI PSId, OPOTrpaMyBaHHA
MIKpOKOHTpoJiepiB. OTpuMaHi pe3y/abTaTH: ITOKAa3aHO, 10 METOAM CIIEKTPalIbHOI'O OLIHIOBaHHS Ha OCHOBI piBHAHB lOma-Yomkepa,
10 BUMAaraimTh OOYHCICHHS KOeQillieHTIB aBTOperpecii, MO€AHY€e AOCTaTHIO PO3AUIbHY 3AATHICTH 1 CTIMKICTh O MEpPEeIIKOA 3
MPUHHATHOIO CKIAaTHICTIO peamizauii. OTpuMaHO OLIHKM YMCIAa JOJABaHb Ta MHOXKEHb i1 anroputMmiB JleBiHcona, lyp6Oina Ta
Tpenua, BUKOHAHO iX MOPIBHSUIBHUI aHaii3. Po3paxoBaHi yacu oO0UHCIICHHS U1 MIKPOKOHTpPOJIEPHOI apu(MeTHKH 3 (pikcoBaHOIO Ta
IUIaBalOY0I0 TOYKO0. BucHoBku: [Ipn moOyzmoBi aHamizaTopiB CreKTpa A AIarHOCTUKHM TEXHOJOTIYHOTO OOJIaJHAHHS JOLLIBHO
3actocoByBat Merox lOma-Yomkepa. IlopiBHsHHs anroputmiB JleBincoHa, [lyp6ina Ta TpeHua mius oOuHCIeHHS Koe(illieHTIB
aBTOperpecii nokasaiuo, mo Mero TpeHda moTpedye MiHIMaIbHOI KUTBKOCTI JojaBaHb, a Mero] JlypOiHa — MiHIMaIbHOI KUTBKOCTI
MHOXEHb. [IpH MIKpOKOHTpONepHiii peami3amii aHami3aTOpiB CHEKTpa CIiJA BPaxoBYyBaTH OCOONUBOCTI BHKOPHUCTOBYBAaHOL
KoHTpoJepoM apudmernku. Meton TpeHua € HaOLTBII MIBUIKOMIIOYAM Y pa3i 3aCTOCYBaHHS apU(PMETHKH 3 IIaBAI0Y0I0 TOYKOIO Ta
HEBEJIMKOT0 MOPSAAKY MoAeti. B iHmumx Bunankax egexkruBHimui meroa Aypbina.

KurouoBi ciioBa: ciektpaibpHUil aHami3; aproperpecis; anroputMu JleBincona; [lyp6ina; TpeHda; o0uncIOBabHA CKIAIHICTD;
KOMIT 0TepHa apu(METHKa; MIKPOKOHTPOJIEPH.

OIIEHKA ITPOT'PAMMHOM CJIOKHOCTH BBIYMCJEHUA KOY®PUIIUMEHTOB
ABTOPEI'PECCHUMU TP HUD®POBOM CIIEKTPAJIBHOM AHAJIM3E

IIpenMeToM HccieOBaHUS B CTaThE SBISIIOTCS alTOPHUTMBI OBICTPOTO BBHIUMCICHHS KOI(GHUIIHEHTOB aBTOPErPECCHH IPH IIH(PPOBOM
CIIEKTPAJbHOM aHalW3€ M OIECHKH 4Yhcia apu(METHUECKHUX OIepalyii, HeoOXOAMMBIX Uil WX BbimoiHeHus. Lleab cratbn -
CPaBHUTENBHBIA aHaIu3 OBICTPONCHCTBUS PA3IMYHBIX AJTOPHTMOB BBIYUCICHHUS KO3()(GHUIMEHTOB aBTOPErPECCHH KaK COCTaBHON
YaCTH aITOPUTMOB CIEKTPAITPHOTO aHANN3a, B TOM YHCIE aHANN3 CIOKHOCTH MX MUKPOKOHTPOJUIEPHON peanu3anud. Pemaembie
3aJa4U: BBIIEICHHE METOAOB CIIEKTPAIBHOTO AHAIN3a, MPHUTOAHBIX ATS JUATHOCTUKH TEXHOJIOTMYECKOTO O00OpYHOBAHHSA, BBIBOX
COOTHOIICHUH IJIsI OIIEHWBAHUS TIPOTPAMMHOH CIOKHOCTH aITOPHUTMOB M PAacdeT YHCIIOBBIX OLIEHOK BHIYHMCIUTENHHOH CIIOXKHOCTH,
ajanTanysl pa3pabOTaHHBIX METONOB M OLCHOK K MHKPOKOHTPOJIEPHOH peaaH3alliil aHaM3aTOpPOB CHEKTpa. [IpumeHsemble
METOABI: TEOpHsS aIrOpPUTMOB, mpeoOpazoBanne @Dypre, nHMHeWHas anreOpa, HATypajJbHBIE pSIbl, IMPOrPaMMHUPOBAHHE
MUKPOKOHTPOJUIEPOB. [loilyueHHbIC pe3yJibTAThI: IIOKa3aHO, YTO METOJ CIEKTPaIbHOTO OLICHUBAaHMSA Ha OCHOBe ypaBHeHuil lOma-
VYonkepa, TpeOyIOIIMX BBIYUCICHHUS KOI(Q(QHUIHEHTOB aBTOPErPECCHH, COYETAeT JOCTATOYHYHO pa3pelIarollyl0 CIIOCOOHOCTh U
IIOMEX0YCTOIMUUBOCTD C MPHEMIIEMOH CII0KHOCTBIO peanu3anuy. [1loaydeHs! OLeHKU Yucia CI0XKEHUH U YMHOXKEHHH AJIs anrOpuTMOB
JleBuncona, [ypOuna wu TpeHua ¥ BBIONHEH WX CpPaBHHUTENBHBIN aHanmu3. PaccyWraHbl BpeMeHa BBIYHCICHUS IS
MHUKPOKOHTPOJUIEPHOW apUPMeTHKH ¢ (PUKCHPOBAHHOH W IUTAaBAafoOIIel 3amsaToil. BbIBOABI: CpaBHEHHE anropuTMoB JIeBHHCOHA,
Hypbuna n TpeHwa st BBIYHCIEHHS KO3(GHUIMEHTOB aBTOPETPECCH IOKA3alo, 4TO MeToJ TpeHda TpeOyeT MHHHMAIbHOTO
KOJIMYECTBA CIOXEHWH, a meron JypOuHa — MHHUMAaJIbHOTO KOJHYECTBA yMHOKEHHH. [IpM MUKPOKOHTPOJUICPHOW pear3alui
aHAIN3aTOPOB CIIEKTpa CIIEAyeT YYHUTHIBaTh OCOOSHHOCTH HCIOJIB3yeMOil KoHTpoiuiepoM apupmernku. Meron TpeHua sBisercs
Hanbosiee OBICTPO/CHCTBYIONIMM B Cllydae NMPUMEHEHHsS apU(METHUKH C IUIaBaIOIIed TOYKOW M HeOGONBIIOro mopsjaka Moaenu. B
OCTaJIbHBIX ciydasx Ooiee apdexrrBen meroxn lypOuna.

KnroueBble ciioBa: CIEKTpalbHBIN aHaNW3; aBTOperpeccus; aaroputMbl JleBnHcona; [lypOuna, TpeHua; BEIMHCIUTENBHAS
CJIOKHOCTH; KOMIBIOTEPHAS apU(PMETHKA; MEKPOKOHTPOJIIEPHI.
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