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DEPENDENCIES BETWEEN REQUIREMENTS ELICITATION TECHNIQUES:
A SURVEY STUDY IN UKRAINIAN COMPANIES

The subject of research in the article is requirements elicitation practices in IT projects. The goal of the work is to define how project
context influences requirement elicitation technique selection and identify dependencies between requirement elicitation techniques.
The following tasks are solved in the article: examine the industrial standards and experience of business analysts and requirements
engineers in requirements acquisition activities, create and conduct a survey on practices in requirement elicitation activities
in IT projects, define practitioners’ preferences regarding elicitation techniques, and define how project context influences
requirement elicitation technique selection, identify dependencies between requirement elicitation techniques. The following methods

are used: a survey (N :324) was performed among business analysts and requirement engineers in Ukraine regarding their use

of requirement elicitation techniques and the context of using them. The Chi-Square test of independence and Cramer’s V effect size
measure were applied to define statistically significant dependencies between project context and elicitation techniques, as well as
dependencies between techniques. The following results were obtained: Top elicitation techniques were identified and compared
with other comprehensive studies. Twenty statistically significant associations for pairs “project context — elicitation technique"
and “elicitation technique — elicitation technique” were found (based on the p-value and Cramer’s V effect size measure).
Conclusion: It is concluded that project context influences particular elicitation technique selection in IT projects. There are also
dependencies between requirements elicitation techniques. These dependencies can guide the selection of an initial set of

techniques or adjust a set of used elicitation techniques during business analysis planning and monitoring activities.
Keywords: requirements elicitation techniques; IT project; requirements engineering; Chi-Square test; Cramer’s V.

Introduction

Business analysis is the practice of providing
opportunities for change in the context of an enterprise’s
work by identifying needs and recommending solutions
that bring value to stakeholders [1]. This discipline
broadens the requirements engineering scope and
application areas [2]. Depending on the project
methodology and solution type, there are varying
opinions on the set of business analysis tasks. Overall,
all business analysis tasks can be grouped into six
knowledge areas: Business Analysis Planning, Elicitation,
Requirements Life Cycle Management, Strategy
Analysis, Requirements Analysis and Design Definition,
and Solution Evaluation [3]. Whereas the business
analysis laid the groundwork for all future development
and testing activities, the elicitation provides the baseline
for subsequent requirements analysis, specification and
modeling, verification and validation, prioritization,
maintenance, monitoring [4], etc. Therefore, failure in the
requirements acquisition leads to significant issues with
project outcomes. According to [5], 39% of respondents
identified errors in the requirements gathering phase as
one of the most influential factors that caused software
projects’ failure. Elicitation is not an isolated act.
Information is collected while performing any task involving

interaction with stakeholders and while the business
analyst analyzes existing data. Elicitation may trigger
additional elicitation for details to fill in gaps or increase
understanding. Elicitation activities can be divided into
three tasks: prepare for elicitation, conduct elicitation,
and confirm elicitation results [6]. During the preparation,
the scope of the elicitation should be understood, and
an appropriate set of elicitation techniques selected.
Choosing the proper techniques and ensuring that each
technique is carried out correctly is extremely important for
the elicitation activity’s success. Best practices and
recommendations in the field of elicitation techniques
are defined by international standards [5], industrial
bodies of knowledge [1], [7], [8], and international
empirical studies [9], [10].

Many elicitation techniques have proven themselves
in practice and are recommended in the abovementioned
sources. Each has advantages and limitations and
requires stakeholders’ involvement or availability of
study materials. As a part of the business analysis
approach and business analysis activities plan, a business
analyst must decide which techniques best suit
a particular project. Usually, multiple methods are used
for elicitation. A decision about the set of techniques
depends on time and cost constraints, the types of
business analysis information sources, their accessibility,
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the company’s culture, and the desired outcomes [1].
If elicitation is built based on the collaborative approach
to the stakeholders’ needs, their availability and location
must be considered.

This study was conducted to analyze the current
preferences of business analysts and requirement
engineers regarding selecting elicitation techniques for
software development projects. We also wanted to define
the attributes of project contexts that influence the
probability of choosing a specific elicitation technique.
We studied the experience of practicing specialists
from Ukrainian and international companies using
a questionnaire, experts’ judgment, and simple statistical
analysis in conjunction with the Chi-Square test.

The paper is the extension and continuation of
a paper [11] originally published in the Proceedings
of the Federated Conference on Computer Science and
Information Systems 2020. Research findings have been
expanded by the result of the "technique-technique™
pairs analysis and more detailed statistical analysis.
The association nature’s interpretation was performed
for statistically significant dependencies based on the
Standardized Pearson Residual values. The Chi-Square
based measure of the effect size — Cramer’s V — was used
to define the strength of the found associations.

This article is organized as follows. Section Il
includes a review of related works describing elicitation
activities and technique selection. Section Il is devoted
to the survey results, and section VI includes the result of
statistical analysis. Section V concludes the paper with
a discussion of the findings of our study and future work.

Related works

Most related works focus on analyzing elicitation
activities and elicitation techniques in particular.
Dieste and Juristo [12] performed a systematic review
on requirements elicitation techniques based on
26 empirical studies published until 2005. They aggregated
the results in terms of five guidelines for RE
practitioners. Wong et al. [13] performed a systematic
review on software requirement elicitation activities
based on 35 articles. They defined that most contributions
were focused on the "ldentify Requirements” activity
(91%). Still, other activities are poorly covered: "Acquire
knowledge" (17%), "ldentify sources" (4%), "Defining
technique" (9%), "Document" (9%) and "Refine
requirements” (4%). Pacheco and Garcia [14] performed
a systematic review of stakeholder identification
during requirements elicitation based on 47 primary

studies dated 1984 to 2011. They found that identified
approaches cannot cover all aspects of stakeholder
identification during requirements elicitation. In [15],
authors noticed a need to replicate studies in different
contexts wherein existing requirement engineers’
interventions were evaluated and implemented in
practice. It confirms that most case studies involve
practitioners as participants; there is a need to work
more closely with practitioners. Several studies assess
the effectiveness of elicitation techniques in the context
of a particular project. Hafsa et al. [16] performed
a systematic study on elicitation techniques in a mobile
application development project. Based on the analysis
of 36 selected articles, 22 requirement gathering methods
and eight categories of requirement gathering challenges
for mobile applications were identified. In [17] authors
defined several factors that can influence elicitation
technique selection. This study selected five practitioners
as informants from Yemen’s companies and government
agencies. Dieste and Juristo [18] proposed a framework
to help requirements engineers select adequate elicitation
techniques. The set of attributes is relevant to the
elicitation process’s context and influences the selection
of one or other techniques that were discovered.
Two groups of students were involved in the experiment.
Practitioners did not take part in the experiment.
The author noticed that their results were not
generalizable and should be checked with larger
samples. Wong and Mauricio [19] defined a set of factors
that influenced each activity of the requirements
elicitation process and, consequently, the quality:
learning capacity, negotiation capacity, permanent staff,
perceived utility, confidence, stress, and semi-
autonomous. An empirical study was carried out
on 182 respondents from software development
companies in Peru. The empirical studies’ main
restrictions are the limited number of participants and
low practitioners’ involvement. Last year’s dispersed
team and outsourcing/outstaffing services model has
become a rule rather than an exception. There is a series
of studies devoted to the use of machine learning methods
to select the optimal set of detection techniques [20],
[21], [22]. The main limitation of these studies is
a training sample, which may lose its relevance.

The following sources were used for the elicitation
technique long list creation: "A Guide to the Business
Analysis Body of Knowledge" (BABOK) from the
International Institute of Business Analysis (IIBA),
"The PMI Guide to Business Analysis" from the Project
Management Institute (PMI), a study guide from the
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International Requirement Engineering Board (IREB)
"Requirements engineering fundamentals” and book
"Business Analysis" from British Computer Society (BCS).
The analysis of the contents of these sources gives us a
set of 13 requirements elicitation: Benchmarking,
Brainstorming, Business rules analysis, Collaborative
games, Data mining, Document analysis, Interface
analysis, Interview, Observation, Process analysis,
Prototyping, Questionnaires or Survey, Workshop.

Based on feedback received from business analyst
experts during survey review sessions and survey
structure from [10], the following techniques were added:

e Design thinking / Lean startup [23].

e Reuse database and guidelines (as a subset of
document analysis).

e Stakeholders list, map, or personas.

Survey study

A. Research questions

The primary research objective was to identify
factors that influence elicitation techniques in IT projects.
The first research question (RQ) makes the research
objective explicit.

RQ1: Which elicitation techniques do practitioners
use in their IT projects?

The answer of this RQ provides information about
what specific elicitation techniques are used by
practitioners. It allows to compare technique popularity
in comparison with other researches result.

RQ2: Does the context of the IT project influence
the choice of requirements elicitation techniques?

This RQ is aimed at defining factors that have to be
taken into account during forming the start set of
elicitation techniques in IT projects.

RQ3: Are there dependencies between elicitation
techniques in IT projects?

The answer of this RQ allows us to form
recommendation regarding tailoring a set of elicitation
techniques for projects where start set of techniques
has been already formed.

Questionnaire Design

The literature review has shown that many kinds
of research have been conducted to identify common
patterns and problems in IT business analysis and
requirements elicitation. However, after studying the

existing questionnaires developed for international
surveys, we realized the necessity of adjusting them to
Ukrainian IT companies’ specifics. It was decided to take
the questions’ basis from the NaPIRE initiative [9], [10]
and rework it concerning mentioned above sources
such as [1], [6], [7], [8]. Survey items were carefully
written using the business analysis vocabulary, mostly
from BABOK. The questionnaire’s types of questions
are open-ended, closed-ended (multiple and single
choices), and Likert scale. Details regarding survey
structure and target group are provided in [11].
The overall number of survey participants is 328.
Four participants were filtered out because they were not
involved in elicitation activities and were not in this
research’s target group. English and Ukrainian languages
were used for questionnaires. The questionnaire was
created using Google forms and links to it. It was shared
in the local Business Analysis communities, professional
and social networks, and via personal contacts in TOP 10
Ukrainian IT companies. The answers were collected
in one month. After that, data were merged and coded
for further analysis. The dataset of the survey results
is published in the Mendeley Data repository [24].

B. Survey Results.

The most used elicitation techniques are shown
in fig. 1. Participants were allowed to select multiple
techniques.

Regardless of the context in which the Ukrainian
business analyst is working, we may see the following
most popular elicitation techniques:

e Interview (87.35%)

e Document analysis (85.49%)

e Interface analysis (71.3%)

e Brainstorming (69.44%)

e Prototyping (66.36%)

e Process analysis/Process modeling (66.36%)

The rare techniques are Collaborative games (1.25%)
and Design thinking (13.89%).

In the table 1 we compared our results with the
NaPiRE study, namely, their top 5 elicitation techniques
versus ours. In general, the list of techniques in [8]
was adopted from SWEBOK [25]. The results of NaPiRE
surveys indicate that the most frequently used techniques
are interviews (167 respondents or 73% of the respondents)
and facilitated meetings (153 /67 %), closely followed
by prototyping (132 /58 %) and scenarios (93 /41 %).
Observations were only quoted 62 times (29%).
Additional answers for "others” included "Created
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personas and presented them to our stakeholders",
"Questionnaires" / "Surveys"”, "Analysis of existing
system" and "It depends on the client” [12].

Our survey results demonstrate a slight difference
from the NaPiRE study regarding the popularity of
elicitation techniques. The sample size and uniformity
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could explain it, i.e., the number of respondents
in our study is more significant. It is worth mentioning
that the list of proposed elicitation techniques in our
study is not limited to SWEBoK only but refers to
international standards [6] and industrial bodies
of knowledge [1], [7], [8].
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Fig. 1. Elicitation techniques popularity

Table 1. Survey-based comparison of top elicitation techniques

Elicitation technique Gobov, Huchenko (2020) Popularity Wagner et al. (2019)
Interview 283 respondents or 87.35% 167 respondents or 73%
Document analysis 277 respondents or 85.49% 2 -

Interface analysis 231 respondents or 71.3% 3 -

Brainstorming 225 respondents or 69.44% 4 -

Prototyping 215 respondents or 66.36% 5 132 respondents or 58%

Workshop and focus group 102 respondents or 31.48% 10 153 respondents or 67%

Scenarios - - 93 respondents or 41%

Observation 127 respondents or 39.19% 8 62 respondents or 29%
Survey Results. Elicitation Techniques association  between techniques was developed.

Usage Analysis with Chi-Square and Cramer’s V

The questionnaire results analysis checked each
"background factor-elicitation technique" and "technique-

technique"
test of independence,

pair for the association. The Chi-Square
commonly used for testing

relationships between categorical variables, was applied
to examine the differences within a single dependent
sample (population). A set of hypotheses about the

An example of the null and alternative hypothesis is:

HO: There is no association between technique A
and elicitation technique B usage.

H1: There is an association between technique A
and elicitation technique B usage.

After calculating P-Value, which should be less
than 0.05 considering a 0.95 confidence level, the
conclusion about statistical significance was made for
the technique — technique pairs.
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While the Chi-Square test is advantageous for testing
a relationship, it has several weak points. One of the
difficulties with the test is that it does not indicate the
nature of the relationship. It is impossible to determine
how one variable changes as the values of the other
variable change. The only way to do this is to carefully
assess the table to ascertain the relationship between the
two variables. Standardized Pearson Residual (further SPR)
was used to identify those specific cells that contributed
most significantly to the Chi-square test results.
According to [26], a cell-by-cell comparison of observed
and estimated expected frequencies is used to assess the
evidence’s nature. SPR having an absolute value that
exceeds +/— 2 when there are few cells or +/— 3 when
there are many cells indicates a lack of fit of HO in that cell:

e If the residual is less than —2 or -3, respectively,
the observed frequency is less than the expected frequency.

o If the residual is greater than 2 or 3, respectively, the
observed frequency is greater than the expected frequency.

Considering mentioned above, SPRs were used to
interpret the identified dependencies for project factor —
elicitation technique pairs defined in [11] and elicitation
technique — elicitation technique pairs.

The second issue with the Chi-Square independence
test is that the chi-square statistics” value may vary based
on the number of cells in the table. It may be misleading
to compare the chi-square statistics for two tables of
entirely different dimensions (i.e., different numbers
of rows and columns in the table). Cramer’s V —
Chi-square based association measure — was used to
adjust the Chi-Square test results and consider
differences in table size. Different sources give a different
interpretations of Cramer’s V value [27], [28].

As we used the IBM SPSS tool [28] for analysis,
we refer to their stricter definition of effect size, namely:

V <£0.2 — week association.

0.2 <V £0.6 — moderate association.

V > 0.6 — strong association.

SPR and Cramer’s V were also used to adjust the
Chi-Square test results for associations between project
factors and techniques usage defined in [11].

The associations’ analysis is presented below
but only for some techniques where the effect size is
at least more than 0.25.

C. Benchmarking

Twelve statistically significant associations have
been found for benchmarking. Three of them are "project
factor-technique”, and nine are "technique-technique".

e "Project Category — Benchmarking": p-value=0.011,
Cramer’s V = 0.186. Benchmarking is used more
frequently in greenfield engineering projects (SPR=2.9)
and less frequently in product/platform customization
projects (SPR=-2.4). SPRs for user interface engineering
and reengineering projects are 0.6 and —1.4, respectively.

e "Experiment — Benchmarking”: p-value=0,
Cramer’s V = 0.209. Benchmarking is more frequently
used if experiment elicitation sources are used (SPR=3.8)
and less frequently used in the contrary case (SPR =-3.8).

e "Research —  Benchmarking™:  p-value=0,
Cramer’s V = 0.274. Benchmarking is more frequently
used if research elicitation sources are used (SPR=4.9)
and less frequently used in the contrary case (SPR=-4.9).

e Benchmarking is more frequently used if the
following techniques are used as well: Brainstorming
(SPR=2.2), Business rule analysis (SPR=2.3), Interface
analysis (SPR=2.4), Observations (SPR=4.1), Process
analysis (SPR=3.1), Prototyping (SPR=3.9), Stakeholders
list, map, or Personas (SPR=4.7), Survey (SPR=4.7),
Workshop (SPR=2.9).

D. Business rules analysis

Thirteen statistically significant associations have
been found for Business rule analysis. Four of them
are "project factor-technique”, and nine are "technique-
technique”.

e "Company size — Business rule analysis™:
p-value=0.014, Cramer’s V = 0.162. Brainstorming
is more frequently used in companies with over
1500 specialists (SPR=2.4) and less frequently used
in companies with up to 200 specialists (SPR= -2.8).
SPR for a company with 201-1500 specialists is 0.2.

e "Project Category — Business rule analysis™:
p-value=0.024, Cramer’s V = 0.171. Business rule
analysis is more frequently used in greenfield
engineering projects (SPR=1.7) and less frequently used
in product/platform customization projects (SPR= -3).
SPRs for user interface engineering and reengineering
projects are 0.7 and 0.4, respectively.

e "Experiment —  Business rule  analysis":
p-value=0.001, Cramer’s V = 0.177. Business rule
analysis is more frequently used if experiment elicitation
sources are used (SPR=3.2) and less frequently used
in the contrary case (SPR =-3.2).

e "Research — Business rule analysis": p-value=0,
Cramer’s V = 0.246. Business rule analysis is more frequently
used if research elicitation sources are used (SPR=4.4)
and less frequently used in the contrary case (SPR= —4.4).
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e Business rule analysis is more frequently used if
the following techniques are used as well: Benchmarking
and Market analysis (SPR=2.3), Data mining (SPR=2.1),
Document analysis (SPR=2.1), Interface analysis
(SPR=2.8), Observations (SPR=2.3), Process analysis
(SPR=4.5), Prototyping (SPR=2.4), Stakeholders list,
map, and Personas (SPR=3.6), Workshop (SPR=5.4).

E. Collaboration games

Two statistically significant associations have
been found:

e "Industrial Sector — Collaboration games":
p-value=0.001, Cramer’s V = 0.404.
e "Design Thinking - Collaboration games™:

p-value=0.01, Cramer’s V = 0.143.
Unfortunately, too many cells (70% and 25%,
respectively) have an expected count of less than 5.

F. Design thinking

Ten statistically significant associations have been
found for Design thinking. Two of them are "project
factor-technique”, and eight are "technique-technique".

e"Way of working — Design thinking":
p-value=0.001, Cramer’s V = 0.201. Design thinking
is more frequently used in agile (SPR=3.5) and less
frequently used in hybrid projects (SPR= -3.2). SPR
for a plan-driven project is 0.2.

e "Experiment — Design thinking": p-value=0.007,
Cramer’s V = 0.149. Design thinking is more
frequently used if experiment elicitation sources are
used (SPR=2.7) and less frequently used in the contrary
case (SPR =-2.7).

e Design thinking is more frequently used if
the following techniques are wused as well:
Brainstorming  (SPR=3.1),  Collaboration = games
(SPR=2.4), Interface analysis (SPR=2.1), Prototyping
(SPR=2.8), Reuse database (SPR=2.5), Stakeholders
list, map, and Personas (SPR=4.8), Survey (SPR=2.6),
Workshop (SPR=3.4).

G. Document analysis

Nine statistically significant associations have been
found for Document analysis. Two of them are "project
factor-technique™, and seven are "technique-technique”.

e "Industrial sector — Document analysis":
p-value=0.006, Cramer’s V = 0.372. Unfortunately,
64% of cells have an expected count of less than 5.

e "Research — Document analysis™: p-value=0,
Cramer’s V = 0.241. Document analysis is more
frequently used if experiment elicitation sources are
used (SPR=4.3) and less frequently used in the contrary
case (SPR =-4.3).

e Document analysis is more frequently used if the
following techniques are used as well: Business rules

analysis (SPR = 2.1), Interface analysis (SPR = 4.4),
Interviews (SPR = 3.3), Process analysis (SPR = 4.1),
Prototyping (SPR = 2.1), Reuse database (SPR = 3.2),

Workshop (SPR = 2.6).
H. Interview

Eleven statistically significant associations have
been found for the Interview. Two of them are "project
factor-technique”, and nine are "technique-technique”.

e "System  service class -  Interview":
p-value=0.015, Cramer’s V = 0.18. Unfortunately,
50% of cells have an expected count of less than 5.

e "Experiment - Interview"™: p-value=0,
Cramer’s V =0.182.

e The interview is more frequently used by
specialists with experience between 5 and 10 vyears
(SPR=2.1) and less frequently used by specialists with
experience up to 3 years (SPR = -2.2).

e Interview is more frequently used if the following
techniques are used as well: Brainstorming (SPR=2.7),
Document analysis (SPR=3.3), Observations (SPR=2.8),
Process analysis (SPR=3.3), Prototyping (SPR=4.7),
Reuse database (SPR=2), Stakeholders list, map, and
Personas (SPR=2.7), Survey (SPR=2.7), Workshop
(SPR=2.1).

I. Process analysis

Sixteen statistically significant associations have
been found for Process analysis. Six of them are "project
factor-technique", and ten are "technique-technique".

e "Company type —  Process analysis™:
p-value=0.005, Cramer’s V = 0.198. Process analysis is
more frequently used in Non-IT, In-house development
(SPR=3.1) and less frequently in outstaff companies
(SPR = -2.3). SPRs for IT Outsource and IT product
companies are —0.6 and 0, respectively.

e "Experience — Process analysis": p-value=0.014,
Cramer’s V = 0.181. Process analysis is less frequently
used by specialists with experience up to 3 years
(SPR= -3.1). SPRs for 3-5 years, 5-10 years, and over
ten years are 1.8, 1.6, and 0.1, respectively.
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e "Project  Category —  Process  analysis":
p-value=0.001, Cramer’s V = 0.227. Process analysis is
more frequently used in greenfield engineering projects
(SPR=3.7) and less frequently used in product/platform
customization projects (SPR= -2.4) and user interface
engineering projects (SPR=-2.3). SPR for reengineering
projects is —0.6.

e "Experiment — Process analysis": p-value=0,
Cramer’s V = 0.202. Process analysis is more frequently
used if experiment elicitation sources are used
(SPR=3.6) and less frequently used in the contrary
case (SPR =-3.6).

e "Research — Process analysis™: p-value=0,
Cramer’s V = 0.256. Process analysis is more frequently
used if research elicitation sources are used (SPR=4.6)
and less frequently used in the contrary case (SPR= —4.6).

e "Elicitation responsibility — Process analysis":
p-value=0.013, Cramer’s V = 0.164. Process analysis is
more frequently used if the business analyst/requirement
engineer has the primary responsibility for the solution
requirements (FRs/NFRs) elicitation (SPR=2.6) and less
frequently used if nor business analyst/requirement
engineer nor Product Owner/Business analyst have the
primary responsibility (SPR= -2.3). SPR for the case
"Product  owner/Business analyst has  primary
responsibility for the solution requirements (FRS/NFRS)
elicitation” =-0.9.

e Process analysis is more frequently used if
the following techniques are used as well: Benchmarking
and Market analysis (SPR=3.1), Business rules analysis
(SPR=4.5), Document analysis (SPR=4.1), Interface
analysis (SPR=2.8), Interviews (SPR=3.3), Observations
(SPR=3.3), Prototyping (SPR=2.1), Reuse database
(SPR=3.1), Stakeholders list, map, and Personas
(SPR=2.8), Survey (SPR=3).

J. Prototyping

Sixteen statistically significant associations have
been found for Prototyping. Four of them are "project
factor-technique”, and twelve are "technique-technique”.

e "Experience — Prototyping": p-value=0.005,
Cramer’s V = 0.2. Prototyping is less frequently used by
specialists with experience up to 3 years (SPR= -3.6).
SPRs for 3-5 years, 5-10 years, and over 10 years
are 1.6, 1.3, and 1.3, respectively.

e "Experiment —  Prototyping”™:  p-value=0,
Cramer’s V = 0.294. Prototyping is more frequently used
if experiment elicitation sources are used (SPR=2.2) and
less frequently used in the contrary case (SPR =-2.2).

e "Research -  Prototyping™:  p-value=0.03,
Cramer’s V = 0.121. Prototyping is more frequently
if research elicitation sources are used (SPR=2.2) and
less frequently used in the contrary case (SPR=-2.2).

e "Elicitation  responsibility = —  Prototyping™:
p-value=0.008, Cramer’s V = 0.171. Prototyping is more
frequently used if the business analyst/requirement
engineer has the primary responsibility for the
solution requirements (FRS/NFRs) elicitation (SPR=2.6)
and less frequently used if neither the business
analyst/requirement engineer nor Product
Owner/Business analyst have the primary responsibility
(SPR= -2.6). SPR for the case "Product owner/Business
analyst has primary responsibility for the solution
requirements (FRs/NFRs) elicitation™ = -0.6.

e Prototyping is more frequently used if the
following techniques are used as well: Benchmarking and
Market analysis (SPR=3.9), Brainstorming (SPR=3.5),
Business rules analysis (SPR=2.4), Design thinking
(SPR=2.8), Document analysis (SPR=2.8), Interface
analysis (SPR=3.6), Interviews (SPR=4.7), Observations
(SPR=3.1), Process analysis (SPR=2.1), Stakeholders list,
map, and Personas (SPR=4.1), Survey (SPR=2),
Workshop (SPR=4.1).

K. Stakeholders list, map, and Personas

Sixteen statistically significant associations have
been found for the Stakeholders list, map, and personas.
Four of them are "project factor-technique"”, and twelve
are "technique-technique".

e "Company size — Stakeholders list, map, and
personas”: p-value=0.017, Cramer’s V = 0.158.
Techniques are more frequently used in companies with
over 1500 specialists (SPR=2.8) and less frequently
in companies with up to 200 specialists (SPR= -2.1).
SPR for a company with 201-1500 specialists is —1.2.

e "Team distribution — Stakeholders list, map, and
personas”: p-value=0.019, Cramer’s V = 0.131.
Techniques are more frequently used in distributed
teams (SPR=2.4) and less frequently used in co-located
teams (SPR=-2.4).

e "Experiment — Stakeholders list, map, and
personas": p-value=0.005, Cramer’s V = 0.157.
Techniques are more frequently used if experiment
elicitation sources are used (SPR=2.8) and less frequently
in the contrary case (SPR =-2.8).

e "Research — Stakeholders list, map, and
personas": p-value=0, Cramer’s V = 0.212. Stakeholders
list, map, and personas are more frequently used
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if research elicitation sources are used (SPR=2.2) and
less frequently used in the contrary case (SPR=-2.2).

e Stakeholders list, map, and Personas are more
frequently used if the following techniques are used
as well: Benchmarking and Market analysis (SPR=4.7),
Brainstorming (SPR=2.3), Business rule analysis (SPR=3.6),
Data Mining (SPR=3.1), Design Thinking (SPR=3.6),
Interviews (SPR=2.7), Observations (SPR=3.1), Process
Analysis (SPR=2.8), Prototyping (SPR=4.1), Reuse
Database (SPR=3).

L. Survey

Thirteen statistically significant associations have
been found for Survey. Four of them are «project factor-
technique», and nine are «technique-techniquey.

e "Project Category — Survey": p-value=0.015,
Cramer’s V = 0.179. A survey is more frequently used in
greenfield engineering projects (SPR=2.6). SPRs for
user interface engineering projects, reengineering
projects, and product/platform customization projects
are 1.5, 0.6, and —1.6, respectively.

e "Experiment —  Survey"™:  p-value=0.024,
Cramer’s V = 0.125. The survey is more frequently used
if experiment elicitation sources are used (SPR=2.3)
and less frequently in the contrary case (SPR = -2.3).

e "Research - Survey": p-value=0.001,
Cramer’s V = 0.188. The survey is more frequently used
if research elicitation sources are used (SPR=3.4) and
less frequently used in the contrary case (SPR=-3.4).

e Survey is more frequently used if the following
techniques are used as well: Benchmarking and Market
analysis (SPR=4.7), Brainstorming (SPR=2), Design
thinking (SPR=2.6), Interviews (SPR=2.7), Observations
(SPR=3.2), Process analysis (SPR=3), Prototyping
(SPR=2), Stakeholders list, map, and Personas (SPR=3),
Workshop (SPR=2.7), Reuse Database (SPR=3).

M. Workshop and Focus group

Fifteen statistically significant associations have
been found for the Workshop and Focus group. Five
of them are "project factor-technique”, and ten are
"technique-technique".

e "Company size — Workshop and focus group":
p-value=0.005, Cramer’s V = 0.181. Workshop and focus
group is more frequently used in companies with over
1500 specialists (SPR=3.1) and less frequently used
in companies with up to 200 specialists (SPR= -2.7).
SPR for a company with 201-1500 specialists is —0.9.

e "Team distribution — Workshop and focus group™:
p-value=0.019, Cramer’s V = 0.156. Workshop and focus
group are more frequently used in distributed teams
(SPR=2.8) and less frequently in co-located teams
(SPR=-2.8).

e "Experience — Workshop and focus group™:
p-value=0, Cramer’s V = 0.265. Workshop and focus
group are more frequently used by specialists with
experience over 10 years (SPR=2.9) and less frequently
used by specialists with experience up to 3 years
(SPR= —4.4). SPRs for 3-5 years and 5-10 years
are 0.6 and 1.9, respectively.

e "Experiment — Workshop and focus group™:
p-value=0.004, Cramer’s V = 0.158. Workshop and focus
group are more frequently used if experiment elicitation
sources are used (SPR=2.8) and less frequently used in
the contrary case (SPR =-2.8).

e "Research — Workshop and focus group™:
p-value=0.038, Cramer’s V = 0.115. Workshop and
Focus groups are more frequently used if research
elicitation sources are used (SPR=2.1) and less frequently
used in the contrary case (SPR=-2.1).

e \Workshop and focus group are more frequently
used if the following techniques are used as well:
Benchmarking and Market analysis (SPR=2.9),
Brainstorming (SPR=3.9), Business rules analysis
(SPR=5.4), Design thinking (SPR=3.4), Document
analysis (SPR=2.6), Interface analysis (SPR=2.2),
Interviews (SPR=2.1), Prototyping (SPR=4.1), Stakeholders
list, map, and Personas (SPR=5.6), Survey (SPR=2.7).

Conclusion

A survey study has been undertaken to analyze
the current state and requirements elicitation techniques
in different software project contexts. The survey
structure was built based on the worldwide known
industrial standards. Attributes of project context were
established to analyze their influence on the requirement
elicitation techniques selection. The survey was
conducted among practitioners from Ukrainian IT and
non-IT companies, 328 specialists (mainly business
analysts and product owners) took part in it. The most
used elicitation techniques were identified and compared
with top techniques from the NaPiRE study [10]. Further
analysis was conducted based on the Chi-Square test of
independence to examine the "project context-elicitation
technique” dependencies and possible “technique-
technique” associations. One hundred seventy-nine
statistically significant associations were found (based
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on the p-value). This result was adjusted using the SPR

value for the dependency interpretation and Cramer’s V

effect size measure to define the strength of association.
The pairs for which moderate association has been

found are shown in fig. 2 in yellow (0.25<V <0.3) and

green (O.SSV <0.6) colors. No strong associations

have been found.

These dependencies can guide the selection of
supportive techniques or adjust a set of core elicitation
techniques.

Our study had several limitations. The list of
techniques included in the survey is not exhaustive,
and elicitation techniques may be applied alternatively
or in conjunction with other techniques. Due to
specific project context, business analysts are encouraged
to modify techniques or create new ones. The survey

result gathering was done via a google survey engine
and was intended to be anonymous (requiring personal
data is problematic on legal and ethical grounds).
Therefore, we cannot prove that respondents provided
accurate information about the project context and
used elicitation techniques. Considering that the survey
was limited to one country only, its results cannot be
extrapolated to the worldwide software industry
(even though the IT industry in Ukraine is integrated
into international environments, especially outsourcing
and outstaffing companies, whose employees were
the majority of respondents (65%). Several directions
for future research can be considered. Other business
analysis’ tasks can be analyzed to define dependencies
and recommendations regarding selection techniques
for requirement specification and modeling, validation,
and verification.
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JAJIE2KHOCTI MIK TEXHIKAMU BUABJIEHHSA BUMOTI™:
OI'JISITOBE JOCJIIXKEHHSA B YKPATHCHbKUX KOMITAHISAX

IIpeameroM noCHiIKeHHS B CTaTTi € NPAKTHKU BUsBICHHA BUMOr y IT-mpoektax. Mera po0OTH — BU3HAYUTH, K KOHTEKCT
MPOEKTY BIUIMBAE Ha BHOIp TEXHIK BHUSBICHHS BUMOT, & TAKOXK BH3HAYHMTH 3AJISKHOCTI MK TE€XHIKaMH BHSBJIECHHS BUMOT. Y poOOTi
BUPILIYIOThCS TaKi 3aBAAHHSI: BHBUYCHHS Tally3eBUX CTaHAApPTIB 1 JOCBiMy Oi3HEC-aHANITHKIB Ta iH)KCHEPIB 3 BHMOT Y IisUTBHOCTI
II0ZI0 BU3HAuYeHHs BUMOT y IT-Npo€eKTax; CTBOPEHHS Ta MPOBEACHHS ONMTYBAHHS 3 NPAKTUK BUsBJICHHS BUMoOr y IT-mpoekrax;
BU3HAYEHHS BIONOOAHHS (haxiBHIB-IPaKTHKIB IIOJ0 TEXHIK BHSABICHHS Ta 3’CyBaHHS], SK KOHTEKCT HPOEKTY BIUIMBAE HA BHOIp
TEXHIK BUSBJICHHS BHMOT; BH3HAQUCHHS 3aJICKHOCTI MDK TEXHIKaMH BHSBJICHHS BHUMOT. BHKOpPHCTOBYBAIHMCh Taki MeTOIM:

OTIUTYBaHHS (N :324) Oi3Hec-aHANITUKIB Ta IH)KEHEpIiB 3 BUMOI, IO MPALIOITh B YKpaiHH, IOJO BUKOPHCTAHHS HHUMH

TEXHIK BHSABIECHHS BHUMOI Ta KOHTEKCTY iXHBOTO 3acToCyBaHHs. sl BU3HAYEHHS CTaTHUCTHYHO 3HAYYNIMX 3aJIEXHOCTEH MK
KOHTEKCTOM MPOEKTY Ta TEXHIKAMH BUSBICHHS, a TAaKOX 3aJISKHOCTEH MiX TEXHIKAMH BHSBIICHHS 3aCTOCOBYBAIUCS KpUTEpiit
HE3aJIe)KHOCTI Xi-KBajpar Ta KpuTepii po3mipy V-edekry Kpamepa. Bymu orpumani Taki pe3yJbTaTH: BU3HAYEHO HANUTIOMYJIAPHILIL
TEXHIKA BHUSBIEHHS BHMOT, IPOBEICHO MOPIBHSHHA LUX pe3yJbTaTiB 3 IHIIUMH BCEOIYHMMH HOCHIIKCHHSAMH, BHIBICHO
20 cTaTHCTHYHO 3HAYYIIMX AacOIialiif ms map "KOHTEKCT HPOEKTy — TeXHiKa BUABIEHHA' Ta "TeXHIKa BHUSBICHHS — TEXHIKa
BUSBJICHHS" (Ha OCHOBI p-3Ha4YeHHS Ta MipHu po3mipy V-epekty Kpamepa). BuCHOBOK: Ui HU3KH TE€XHIK BUSIBICHHS BUMOT KOHTEKCT
MPOEKTY ICTOTHO BIUIMBAE Ha iXHE BUKOPHCTAHHS Ul OTpUMaHHs iHpopMmanii B mpoueci [T-npoekTiB. Takoxk iCHYIOTh CTAaTUCTUYHO
3HAYYIIl 3aIeXKHOCTI MK TEXHIKaMHU BHSBJICHHS BEMOT. Lli 3aeXHOCTI MOXYTh OyTH 3aCTOCOBaHi Ui ()OPMYBaHHS II0YaTKOBOTO
HaOOpy TEXHIKH BHSBICHHSA a00 3MiHM Ha0Opy BHUKOPHCTOBYBAHMX TEXHIK BHUSBICHHA IIiJl 4Yac IUIAaHYBaHHS W MOHITOPHHTY
e(heKTHBHOCTI pOOiT 3 Oi3HEC-aHATI3Y.
Konrouosi cioBa: TexHiky BusBineHHs BUMoT; [ T-ipoekTH; imKeHepis BUMOT; KpHuTepiil Xi-kBaapat; V Kpamepa.

3ABUCUMOCTHU MEXJIY TEXHUKAMMY BBISIBJIEHUS TPEBOBAHUMN:
OB30PHOE NCCJIEJOBAHUE B YKPAUHCKHUX KOMITAHUAX

IIpeqMeToM mcCleOBaHUS B CTaThe SBISIOTCS MPAKTUKU BBIABICHUS TpeOoBaHui B |T-mpoekrax. Ileas paGoTsl — ompenenuTs,
KaKk KOHTEKCT MPOEKTa BIMAET HAa BBIOOP TEXHUK BBIABICHHS TpeOOBaHMII, W OOHAPYKUTh 3aBHCHMOCTH MEXTYy TEXHHUKaMHU
BBIIBJICHMST TpeOoBaHM. B paboTe pemarorcs ciemyronye 3agadd: U3yIUTh OTPACIEBBIE CTAHAAPTHI M ONBIT OM3HEC-aHATUTHKOB
U WH)XEHEPOB 10 TPeOOBaHMAM B JEATEIBHOCTH MO cOopy TpeboBanmii B IT-mpoekTax; co3laTe M IMIPOBECTH OMPOC IO NMPAKTHKAM
BBISIBIIEHMST TpeOoBaHmii B |T-mpoekTax; OmpenenuTh MPEANOYTEHUs] NPAKTHUKYIOIUX CIEIHAINCTOB B OTHOIICHHH TEXHHK
BBIIBJICHHSI U ONPENENNTh, KaK KOHTEKCT MPOEKTa BIMSET Ha BHIOOP TEXHHWKU BBISBICHHS TPeOOBAHWIL; ONpPENEIUTh 3aBUCHMOCTH

MEXIy TEXHHKaMH BBUIBICHUS TpeOoBaHMi. Vcmonb3yloTcsi credyiolie MeTOABI: OIpoC (N=324) OW3HEC-aHAIUTUKOB

U WHXCHEPOB MO TpeOOBaHHSAM B YKpaWHE OTHOCHUTEIHHO HCIOJb30BAaHHS WUMH TEXHHK BBISBICHHS TPEOOBAaHUN M KOHTEKCTa
WX WCIONB30BaHUA. NSl ompeneneHHs CTaTUCTUYECKH 3HAYMMBIX 3aBHCHMOCTEH MEXIy KOHTEKCTOM IPOEKTa M TEXHUKaAMHU
BBISIBJICHUSI, @ TAKXKE 3aBUCHMOCTEH MEXAy TEXHHKaMH NMPUMEHSUTHCh KPUTEepUil He3aBHCUMOCTH Xi-KBaJpaT M KPUTEpHil pa3Mepa
V-3¢pdexra Kpamepa. Beumm momydeHbl clenyroniue pe3yJbTaThl: OINpeAeicHb Hanbojee MOMyJSPHbIC TEXHHKH BBISIBICHUS
TpeOOBaHMI, MPOBEACHO CPaBHEHHWE C JIPYTUMH BCECTOPOHHHUMH HCCIENOBAaHMSIMHU; OOHapyXeHO 20 CTaTHCTHYECKH 3HAYUMBIX
accoluanuii  Jys map "KOHTEKCT TPOEKTa — TEXHUKA BBIABICHUS' ¥ "TEXHUKA BBISBICHHS — TEXHHKA BBISBICHUS
(Ha OCHOBe p-3Ha4YeHUs W Mephl pasMepa V-addekra Kpamepa). BoIBoa: Ui psina TEXHUK BBISBICHUS TPEOOBaHUI KOHTEKCT
MPOEKTa CYNIECTBEHHO BIMSACT HA WX HCIIOJIb30BaHHWE JUIA HM3BIedueHHs wHpopmanun B Xoxae |T-mpoekToB. Takxke CymiecTByIOT
CTaTUCTUYECKU 3HAYMMBIC 3aBUCUMOCTU MEXIy TCXHUKaMH BBISBICHUS TPEOOBaHUN. ITH 3aBUCHMOCTH MOTYT OBITh UCIIOJH30BaHBI
s GopMHpOBaHHMS HavalbHOTO HaOOpa TEXHUK BBIABICHHS WM W3MEHEHHS HaOopa WCIONb3YEMBIX TEXHHUK BBISIBICHUS
B XOJI¢ IJTaHUPOBAHHS K MOHUTOPUHTA (P (HEeKTUBHOCTH paboT 1Mo OU3HeC-aHAIH3Y.
KroueBble cJI0Ba: TEXHUKH BBISBIICHUS TpeOoBanwii; [ T-NpoeKkThl; HHKeHepHs TpeOOBaHuUit; kpuTepuii Xi-kBajpat; V Kpamepa.
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