ISSN 2522-9818 (print)

Cyuachuil cman HayKogux 00CIIONCeHy ma MexHono2itl 8 npomuciogocmi. 2022. Ne 4 (22) ISSN 2524-2296 (online)

UDC 004.9 DOI: https://doi.org/10.30837/1TSSI.2022.22.005

O. BARKOVSKA

RESEARCH INTO SPEECH-TO-TEXT TRANFROMATION MODULE
IN THE PROPOSED MODEL
OF A SPEAKER’S AUTOMATIC SPEECH ANNOTATION

The subject matter of the article is the module for converting the speaker’s speech into text in the proposed model of automatic
annotation of the speaker’s speech, which has become more and more popular in Ukraine in the last two years, due to the active
transition to an online form of communication and education as well as conducting workshops, interviews and discussing
urgent issues. Furthermore, the users of personal educational platforms are not always able to join online meetings on time
due to various reasons (one example can be a blackout), which explains the need to save the speakers’ presentations in the form
of audio files. The goal of the work is to elimination of false or corrupt data in the process of converting the audio sequence
into the relevant text for further semantic analysis. To achieve the goal, the following tasks were solved: a generalized model
of incoming audio data summarization was proposed; the existing STT models (for turning audio data into text) were analyzed;
the ability of the STT module to operate in Ukrainian was studied; STT module efficiency and timing for English and
Ukrainian-based STT module operation were evaluated. The proposed model of the speaker’s speech automatic annotation
has two major functional modules: speech-to-text (STT) i summarization module (SUM). For the STT module, the following
models of linguistic text analysis have been researched and improved: for English it is wav2vec2-xls-r-1bz, and for Ukrainian
it is Ukrainian STT model (wav2vec2-xls-r-1b-uk-with-Im.Artificial neural networks were used as a mathematical apparatus
in the models under consideration. The following results were obtained: demonstrates the reduction of the word error level
descriptor by almost 1.5 times, which influences the quality of word recognition from the audio and may potentially lead to obtaining
higher-quality output text data. In order to estimate the timing for STT module operation, three English and Ukrainian
audio recordings of various length (5s, ~60s and ~240s) were analyzed. The results demonstrated an obvious trend for accelerated
obtaining of the output file through the application of the computational power of NVIDIA Tesla T4 graphic accelerator for
the longest recording. Conclusions: the use of a deep neural network at the stage of noise reduction in the input file is justified,
as it provides an increase in the WER metric by almost 25%, and an increase in the computing power of the graphics processor
and the number of stream processors provide acceleration only for large input audio files. The following research of the author
is focused on the study of the methods of the obtained text summarization module efficiency.
Keywords: STT; text; processing; summary; audiofile; model; neural networks.

Introduction

The period of the pandemic and the war conflict
has urged the development and expansion of various
digital educational platforms feature set [1, 2]. These
information spaces are necessary at the various
education levels in different countries all over the
world — from primary schools to higher education
institutions as well as educational courses in various
business spheres, thus enabling to provide students
with learning materials, communication with teachers
as well as remote knowledge level assessment. Therefore,
virtual interaction of the distributed user community is
established [3-4]. The amount of interactive features
of digital education platforms is constantly expanded,
thus, giving more opportunities to students (students of
higher education institutions, postgraduate students,
course participants etc.)

One example of the expanded feature set is access
to audio files available for listening, but not aimed for
text file production. Thus, provision of this function
requires transformation of audio files into text preserving
only valuable and relevant information [5].

The given work proposes a model of speech text
annotation formation. One of the research lines is speech
processing and transformation of audio files into text
at the same time preserving only valuable and relevant
information. The topicality and, simultaneously, the
difficulty lies in the fact that spontaneous speaking
is unstructured, does not resemble the written materials,
and includes bits of information, which is repeated
or corrected [6]. This requires adaptation and
improvement of the existing STT approaches to certain
conditions — peculiarities of the speaker’s speech
style, sensor properties, and system requirements
as for the end result.

© O. Barkovska, 2022


https://doi.org/10.30837/ITSSI.2022.22.005

ISSN 2522-9818 (print)
ISSN 2524-2296 (online)

Innovative technologies and scientific solutions for industries. 2022. No. 4 (22)

Analysis of last achievements and publications

Speaking is the simplest form of communication;
there exist certain problems with speech recognition such
as speech fluidity, pronunciation, words confusion, speech
impediment problems. These must be solved during speech
processing [7]. Moreover, environment peculiarities add
up in the process of audio materials recording.

The current speech recognition systems have
undergone a long process of development from their old
analogs. They can recognize the speech of several

Dictionary ——>|

speakers and use an enormous vocabulary in numerous
languages [8-9].

The first experiments date back to the 1970s, but the
developments in the sphere of parallel and distributed
computing architectures, big data and artificial intelligence
in the last years have given a great impetus to improve
this technology and, thus, its reliability [10-11].
Compared to the past, the accuracy of transcription has
actually improved to such a level that, on condition of
a clear and clearly defined acoustic source, the accuracy
level may well exceed 99%.
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Fig. 1. Typical Speech-to-Text Scheme

The automatic transcription system core is
automatic speech recognition, which combines the
acoustic and the speech components (fig. 1). The acoustic
component is responsible for the transformation of audio
files into a sequence of tiny acoustic units. The "analog
sound", i.e. vibrations produced during the speech, is
transformed into digital signals, which can be scanned by
software. Then, acoustic units are associated with the
existing "phonemes”, namely, the sounds, used in a certain
language to form meaningful expressions. So, the linguistic
component is responsible for the transformation of
sequences of acoustic units into words, sentences and
paragraphs. The linguistic component analyses all the
previous words and their correlation in order to evaluate
the possibility of applying a certain word in further
speech. In technical terms, they are called "Hidden Markov
Models" and are widely used in all speech recognition
software [12]. Both components must be correctly "taught"
to understand a certain language: the acoustic and the
linguistic components are equally critical for transcription
accuracy [13]. Figure 1 shows a flow diagram of a typical
speech-to-text (STT) transformation system.

Certain advanced technological solutions by various
technological companies currently exist. However, every
solution has its own advantages and disadvantages,
provided further (table 1). The following most common

disadvantages are inherent for the program solutions
under study:

— high cost;

— limited language support capabilities;

— lack of possibility to modify solutions.

When transcribing speech documents, the speech is
divided into spontaneous and prepared. A much higher
accuracy of recognition can be achieved when transcribing
the speech, read from the text, for example, a newsreader’s
speech during a news broadcast. The capability of
automatic spontaneous speech recognition is currently
limited due to the lack of the structure and the presence of
repetitions and corrections. Transcription of audio data
into text is made after the transformation of a physical signal
into an electrical signal via analog-to-digital converters.
The widespread STT conversion methods include:

— hidden Markov models (HMM)

— deep neural networks (recurrent neural networks,
convolution neural networks).

The selected criteria for the existing solution
methods comparison were:

— the amount of data necessary for learning;

— the speed of learning;

— recognition accuracy.

Dynamic time warping (DTW) as a relevant
estimation method to determine the similarity of
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two sequences different with regard to time and speed
was earlier popular in speech recognition, but now
has been replaced by more effective methods based on
hidden Markov models. DTW was applied to analyse
video, audio and graphic files as well as any data capable
of being converted into linear representation [14].
This can be exemplified by determination of similarities
in walking patterns if a person walked faster in one video
and more slowly in another one.

Automatic speech recognition is a well-known task
for working with variable frequency of speech.
If formulated differently, sequences (e.g. time series) are
distorted nonlinearly. Therefore, the results obtained
applying DTW method are not satisfactory.

Table 1. Comparison of the Existing Solutions

Program solutions
Criteria Amazon Dragon .

Transcribe | Anywhere QuillBot
Support of voice
conversion supported | supported no
into text
Support of
summarization no no supported
feature
Feature set,
operating supported no no
with Ukrainian
Feature set,
operating supported | supported | supported
with English
Operatlon_ _ no no no
mode variation

Phonemes (the simplest units of human speech)
probabilities distribution in the audible alarm segment,
with a certain probability, enables to distinguish hidden
Markov models. This is necessary for further
reproduction of what was said by the sound. Taking into
account the fact that the same phoneme may sound
differently (e.g. depending on the accent), the choice of
the feature (phoneme) probability distribution function is
stipulated by the possibility to make allowance for and
summarize several probability distributions (namely, take
into account different sounding of the same phoneme).
Gaussian Mixture Model (GMM) best meets the
abovementioned requirement. GMM-HMM model is so
successful that any new method can hardly outperform
it for acoustic modelling. Despite all the advantages,
GMM has a substantial drawback — inefficiency for
modelling data, with lie on or near the nonlinear variety
in the data space.

An alternative way of speech recognition is deep
neural network (DNN), which has a lot of hidden layers
and learns by means of new methods, outperforming
GMM, sometimes by far, in various speech recognition
tests [15].

Due to the abovementioned drawbacks of
HMM-based models along with the development of
deep learning technologies, end-to-end LVCSR is used
in more and more solutions. The end-to-end model is
the system, which directly converts an input acoustic
sequence into a word sequence or another grapheme.
Its functional structure is presented in figure 2.
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Fig. 2. Functional Structure of End-to-End Model

The majority of end-to-end speech recognition
models include the following parts:

— encoder, which maps a sequence of speech input
into a sequence of features;

— aligner, which implements alignment between
the objects "sequence™ and "language";

— decoder, which decodes the end result of the
identification.

This distribution does not always take place because
the end-to-end model itself is a seamless structure and it

is usually difficult to define which subtask is performed
by which part.

Compared to an HMM-based model, an LVCSR
model has the following advantages:

— several modules are combined into one network
for collaborative learning. i.e. there is no need to
represent the middle states;

— there is no data alignment problem, in particular
for language recognition because the "subtle approach”
to alignment is used, in which every audio frame
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corresponds to all the possible states with certain
probability distribution.

The aim of the work is to reduce false or corrupt
data occurrence in the process of conversion of a sound
series into a relevant text for further semantic analysis
for English and Ukrainian input audio files.

In order to achieve the set aim, the following tasks
must be solved:

— development of a generalized text summarization
model for input audio data;

— review and analysis of the existing STT models
(Speech-to-text models);

— provision of STT module processing of the
Ukrainian language;

— quality assessment of STT modules working
with Ukrainian and English;

— STT module operation timing evaluation;

— analysis of the obtained results.

Audio-to-text conversion under study is one of the
modules of the hybrid model proposed in this work,
which enables to recognize the speaker’s speech, convert
the available audio data into text and summarize the text
obtained after input audio materials conversion, which
is the final stage, preserving only the informative part
of the lecture.

An important feature of the solution proposed by
the author might be distributed data processing and
scalability, which enable to apply the given approach to
big data processing. The task of voice and text processing
requires considerable resources, therefore, concurrent
GPGPU processing paradigm is applied in order to
optimize and accelerate the given task.

Materials and methods

Transcription of speech documents such as public
speeches, oral project presentations, lectures and TV
news are one of the basic applications of automatic
speech recognition. Although speech is the most natural
and successful form of human interaction, it is hard to
quickly evaluate, obtain and reuse text documents, which
are simply written as acoustical signals.

The given work researches the use of several
speech-to-text models as components of the proposed
speaker’s speech annotation model. In order to fulfill the
given task, a decision was made to develop modular
microservice architecture, which would provide for
semantic models change with minor impact on the
whole complex [15].

Speech-to-text module receives a WAV sound
record with the frequency of 16 kHz as input as this is the
limit to audio series conversions and it requires high-
quality input. Several audio series processing models
have an urgent problem of obtaining an audio without
ambient noise [16 — 17], which is not implemented in
some solutions. The given function is not implemented
in the model selected for research, either. Therefore,
a decision was made to approach the task of audio series
cleanup via a deep neural network, described in [18].

Text summarization module takes the result of
speech recognition (ASR) module as input in the form of
a JSON object. The given research also puts forward the
idea to develop a service for input text filtering by means
of marker words. Text filtering takes place at the stage
of JSON object transition from the ASR module to the
text summarization module.

Figure 3 shows the proposed automatic speaker’s
speech annotation model. The main functional modules
of the proposed model are: speech-to-text (STT) and
summarization modules (SUM). The main focus of the
work lies on the STT module and the main task is
automatic speech recognition (ASR).

Two models were tested for the given module:
wav2vec2-xls-r-1bs for English, which was an open
source model by Facebook and available in the public
domain; Ukrainian STT model (wav2vec2-xls-r-1b-uk-
with-Im) for Ukrainian, which is a revised version of
Facebook solution.

Traditional speech recognition models are primarily
trained on transcribed and annotated speech audios;
they require annotated big data, available for only
a few languages.

In this case, model training differs — it is asked to
predict what the speaker tells further through comparison
of several options. The given approach studies a set of
language units, which are shorter than phonemes, to
describe the audio sequence of the speech. For the reason
this set is finite, the model cannot represent all variations,
such as background noise. On the contrary, units prompt
the model to focus on the most important factors for
speech audio representations.

The wav2vec2 model first processes the raw form of
the speech audio signal using a multilayer convolutional
neural network to produce latent sound representations of
25 ms each. This model studies the basic language units
used to solve a self-monitored task. The model is trained
to predict the correct language unit for the masked parts
of the audio, along with learning what the language units
should be. With only 10 minutes of transcribed speech
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and 53 thousand hours of unlabeled speech, wav2vec 2.0
can simulate speech recognition with a word error rate
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Fig. 3. The Proposed Automatic Speaker’s Speech Annotation Model

For wav2vec, an architecture was developed, which
consists of two-layered convolutional neural networks
laid over each other. The encoder network maps raw
audio input into a representation, in which each
vector covers about 30 milliseconds (ms) of speech.
The context network uses these vectors to create its own
representations covering a larger span up to the second.

The number of neural layers in the extractor module
is 7. The mozilla-foundation/common_voice 7 0 was
used as the dataset to train the model. Common Voice
dataset consists of unique wav recordings and
corresponding text files. The major part of the 13,905
recorded hours in the dataset also contain demographic
metadata, such as age, gender, and accent, which can help
improve the accuracy of speech recognition mechanisms.

The dataset currently consists of 11,192 verified
hours in 76 languages, but more voices and more
languages are added all the time. An additional linguistic
model was used for the model, which supports the
Ukrainian language.

The results of the Common Voice 7 (WER) test
evaluation without and with the additional Ukrainian
linguistic model are shown in table 2.

On the basis of the obtained results, shown in
table 2, a conclusion can be made about the reduction of
the word error rate when using the additional Ukrainian
linguistic model to recognize audio files, which are
recorded in the Ukrainian language. This affects the
quality of word recognition in the audio and can
potentially provide for a better quality of output text.

Table 2. WER Results for Model, Which Supports
Ukrainian

With linguistic model Without linguistic model

14.62 21.52

In the process of preparation for the wav2vec2
model test, additional training of Ukrainian STT model
was conducted; the results of training are presented
below in table 3.

In contrast to conventional methods of minimum
square error (MMSE)-based noise reduction, the proposed
supervised speech enhancement method by means of the
mapping function search between noisy and pure speech
signals is performed on the basis of deep neural networks
(DNNSs). In order to be able to deal with a wide range of
additive noise in real-life situations, a large training set
covering many possible combinations of speech and
noise types was initially developed.

The given DNN model was originally trained on
100 hours of noise speech data with 104 noise types.
To improve the generalization ability of DNN under
noise mismatch conditions, 3 hidden layers and
2048 hidden units for each hidden layer were used.

The experiment results demonstrate that the proposed
framework can achieve significant improvements over
the conventional MMSE-based technique. It is also worth
noting that the proposed DNN approach can remove
transient noise, which is difficult to process successfully.
Furthermore, the obtained DNN model trained on
artificially synthesized data is also effective for handling
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noisy speech data recorded in real-world scenarios,
without creating the annoying musical artifact typical
for conventional enhancement techniques.

In table 4, a WER-metric-based comparison is
presented with respect to its performance based on the
rounded-up averages of the 3 wav format audio tracks.

In the case of using the Ukrainian language, this
difference is important because the WER, being in the
normal range when lecture speech is recognized, is 20-30.

In order to evaluate the STT module performance
when using additional ukrainian linguistic model, 3 audio
recordings in English and Ukrainian with different length
were analyzed. Recordings classification is: short (5s),
medium (~60s), long (~240s). The results of the time
spent to process the audio signal in Ukrainian and
English in the cloud solutions [19] and on the personal
computer are shown in figure 4.

The experiment was conducted using computers
with different performance. The following hardware

Table 3. Results of wav2vec2 Model Training

was used as an available computer on a personal
computer — a central processor Intel Core i7-9750H
(2.6 — 4.5 GHz), a graphic processor NVIDIA GeForce
GTX 1650 Mobile. The hardware characteristics of
the remote cloud solution are as follows — Intel Xeon
2.30GHz CPU, NVIDIA Tesla T4 GPU.

With reference to the obtained results, the trend
for accelerating the longest recording under study is
obvious. Word error rate (WER) was also measured
for cleaned audio, which is the same for the both
video cards, but different for the languages under study.
The results of the measurements can be seen in table 5.

With regard to the obtained results, there is
an upward trend for the level of errors in words along
with data amount increase. This may be due to
insufficient training of the model for the Ukrainian
language and lead to the loss of the logical meaning
of the record.

Training Loss Epoch Step Validation Loss Wer Cer
1.2815 7.93 500 0.3536 0.4753 0.1009
1.0869 15.86 1000 0.2317 0.3111 0.0614
0.9984 23.8 1500 0.2022 0.2676 0.0521
0.975 31.74 2000 0.1948 0.2469 0.0487
0.8868 47.61 3000 0.1903 0.2257 0.0439
0.8424 55.55 3500 0.1786 0.2206 0.0423
0.8126 63.49 4000 0.1849 0.2160 0.0416
0.7901 71.42 4500 0.1869 0.2138 0.0413
0.7671 79.36 5000 0.1855 0.2075 0.0394
0.7467 87.3 5500 0.1884 0.2049 0.0389
0.731 95.24 6000 0.1877 0.2060 0.0387
Table 4. Ambient Noise Cleanup Efficiency

Language Ukrainian English
Audio series, cleared from noise, WER 29 3.9
Audio series, not cleared from noise, WER 38.7 5.2
Difference, % 25% 21%

Table 5. Word Error Rate (WER) Measurement Results for Cleared Sound Series in Ukrainian and English

Audio Series Length Ukrainian, WER English, WER
Short 24.6 34
Medium-length 28.4 3.7
Long 33.9 4.5
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Fig. 4. Bar Chart of Time Spent on 5s, 60s and 240s-Long Audio Recordings

Conclusion

In order to reduce the appearance of false or
distorted data during the conversion of a sound series
into relevant text for further semantic analysis for input
audio files in Ukrainian and English, a generalized model
of incoming audio data summarization was proposed;
the existing STT models (for turning audio data into text)
were analyzed; the ability of the STT module to operate
in Ukrainian was studied; STT module efficiency and
timing for English and Ukrainian-based STT module
operation were evaluated. The proposed model of the
speaker’s speech automatic annotation has two
major functional modules: speech-to-text (STT) i
summarization module (SUM). Two models were studied
and improved for the STT module. For the English
language, this is wav2vec2-xls-r-1b3z and for the
Ukrainian language, this is Ukrainian STT model
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AOCIIUKEHHA POBOTHA MOAYJIs1 HEPETBOPEHHSI MOBU B TEKCT
Y 3AITPOIIOHOBAHIN MOJEJII ABTOMATHYHOT'O AHOTYBAHHAA
ITPOMOBH CIHIIKEPA

IIpenMeToM mOCTiPKEHHSI € MOAYJb KOHBEpTallii MOBH CIlikepa B TEKCT Y 3aIllpOIIOHOBAHIN MOl aBTOMaTUYHOTO aHOTYBAHHS
MPOMOBH CIHiKepa, IO CTae Bce OuIbII 3aTpeOyBaHMM B YKpaiHi 3aBISKHM aKTUBHOMY IIE€PeXOdy CIIJIKYBaHHsS, HaBYaHHS,
MIPOXO/UKEHHS TPEHIHTIB, criBOecin, 00roBOpeHHs BaXKIMBHUX MUTaHb TOLIO Ha GopMy oHiaiiH. MeTa po6oTH — CKOPOUYCHHS IOSIBH
XHOHMX a00 CIOTBOPEHUX NAaHHX MiJ Yac MEpeTBOPEHHS 3BYKOBOTO PSIy B PENEBAHTHUH TEKCT M IOJAIBIIOTO0 CEMaHTHIHOTO
aHamizy. J[ns MOCSTHEHHs MOCTaBIE€HOI MeTH OyJIM BHUKOHAHI Taki 3aBHaHHsS: 3allPOIIOHOBAHO y3aralbHEHy MOJEib TEKCTOBOI
cymapm3allii BXiIHHX ayJiOJaHUX; MpOHai30BaHO HasBHI Mopeni STT (HmepeTBOpEeHHS ayHiOOaHUX y TEKCT); JOCIIIKEHO
MOXIJIUBICTB poOOTH MOAyst STT 3 yKpaiHCHKOIO MOBOIO; OIIHEHO SIKiCTh podoTu Moxyist STT Ta TaiiMiHTy poOOTH 3 YKpPaiHCHKOIO
Ta aHIJIHCHKOI0O MOBaMHU. 3alpoIlOHOBaHA MOJETh AaBTOMATHYHOIO aHOTYBaHHS IIPOMOBH CIIIKepa Mae J(Ba TOJOBHUX
¢byHkmioHansHUX Moayi: speech-to-text (STT) i summarization module (SUM). [lnst momynst STT gociikeHo Ta BIOCKOHAICHO TaKi
MOJei JTIHTBICTUYHOTO aHali3y TEKCTY: IS aHTIIHCHKOI MOBH 116 Wav2vec2-xIs-r-1bs, a mis ykpaincekoi — Ukrainian STT model
(wav2vec2-xIs-r-1b-uk-with-Im), maTemaTH4HHM amapaTtoM SKHX € HEHpOHHI Mepexi. OTpUMaHO Taki pe3yJbTaTH: 3aBISKU
BUKOPUCTAHHIO JOJIaTKOBOI YKpaiHCHKOI JIHIBICTHYHOI MoJedi Wav2vec2 3MEHIIYEThCsl MOKa3HUK PIiBHS IOMHIIOK CIIiB Maike
B 1,5 pasa, 110 BIJIMBa€ Ha SKICTh PO3MI3HABAHHSA CIIB 3 ay[io i MOTEHIIIHO MOXe CIIPUATH OTPUMAHHIO OUIBII SIKICHUX TEKCTOBHX
MaHuX Ha Buxoni. Jma omiHIOBaHHA TaiiMiHTy poGoTu Momyns STT Oyno mpoaHadi30BaHO TPH AayAiO3alMCH AaHTIIHCHKOIO
Ta YKpaTHCHKOIO MOBaMH Pi3HOI HOBXHHH: 5 ¢, ~60 ¢ Ta ~240 c. Pe3ynbpTraTi IOKa3any IMOMITHY TeHAEHIIIO IIPUCKOPEHHS OTPHIMAaHHS
BUXigHOTrO (haiily 3a yMOBH BHKOPHMCTaHHsS OOYMCIIIOBAILHOrO pecypcy rpadiynoro mpuckoproaua NVIDIA Tesla T4 came mis
Hai{oBIIOro aynio3anucy. BucHoBku. Bukopucranss riam6okoi HEHPOHHOI MEpeski Ha eTari IIyMONPUTHIYeHHS y BXinHOMY (aiii €
BUIIPaBIAaHUM, OCKUIBKHM 3abe3nedye 30inbmenHs merpuku WER wmaibxe Ha 25%, a 30UIbIICHHS OOYHMCITIOBAIBHUX IMOTYXHOCTEH
rpadigHOrO Mpolecopa Ta KiNBKOCTI IMOTOKOBHX MPOLECOPIB HANAIOTh IMPHUCKOPEHHS JIMIIE JUIs BXiTHUX ayaiodailiiB Beankoro
po3mipy. [Tomanbiri TOCTiPKEHHS aBTOpa CIPSIMOBaH| Ha BUBYCHHS €()eKTHBHOCTI METO/IIB MO/YJIsl CyMapH3alliii OTPUMAaHOTO TEKCTY.
Kurouosi ciaoBa: STT; Tekct; 006pobieHHs; aHOTaisT; pedepar; ayaiodaiin; MoIels, HaBYaHHS.

HCCJIEJOBAHHUE PABOTBI MOAYJIA IIPEOBPA3OBAHMS PEYHU B TEKCT
B NPEJJIOKEHHOU MOJAEJIX ABTOMATHYECKOI'O AHOTUPOBAHUSA
PEYH CIITUKEPA

IIpenMeToM HccienoBaHUs SBISETCS MOJIYJb KOHBEPTAIMM PEYH CIHMKEpa B TEKCT B IPEUIOKEHHOW MOJENH aBTOMAaTHYECKOTO
AQHHOTHPOBAHUS PEUH CIUKepa, KOTOPBI CTAaHOBUTCS Bce OoJiee BOCTPeOOBaHHBIM B YKpaWHe M3-3a aKTHBHOTO Mepexoja OOLIeHHS,
00y4eHns, TPOXOXKICHHUS TPEHUHIOB, COOECEIOBaHNH, O0CYKICHUS BaXKHBIX BOIPOCOB U T.H. Ha ¢opMmy oHnaiiH. Lleasro paboTs
SIBJISICTCS COKPAICHHE MOSBICHUS JIOKHBIX WM HUCKaXEHHBIX JaHHBIX NP MPeoOpa3oBaHUM 3BYKOBOTO Psifia B PEICBAHTHBIA TEKCT
JUTSL TATIbHEHIIIero CeMaHTHYECKOro aHaiuu3a. [IJIst JOCTIKEeHHS TIOCTaBISHHOM Iien ObUIN peleHb! CIIeAyIone 3a4a4u: IpeyIoKeHa
0000IIeHHass MOJeNb TEKCTOBOW CyMMapH3alliM BXOJIHBIX ayJHOJAaHHBIX; MPOHAIU3MPOBAHBI CyIlecTBylomue mopenun STT
(mpeBpallieHHe ayIMOJaHHBIX B TEKCT); UCCIIEI0BaHa BO3ZMOKHOCTh paboThl MOIysi STT Ha YKPaHHCKOM SI3bIKE; BBIIOJIHEHA OICHKA
KavecTBa paboTsl Moxynst STT u TaiMUHTa pabOTHI HAa YKPAaWMHCKOM ¥ aHIJIMHCKOM si3bIKax. [Ipeiaraemas Moziellb aBTOMaTHIECKOTO
AHHOTHPOBAHHS PEYHU CIIMKEPa MMEET JIBa TIIaBHBIX (yHKIIMOHAIBHBIX MOayJIst: Speech-to-text (STT) u summarization module (SUM).
Jns mogynst STT uMccieoBaHbl M yCOBEPLICHCTBOBAHBI CJIEYIOLINE MO/eJIM JTMHIBUCTHYECKOTO aHAJIM3a TEKCTA: JUI AHTTIMIICKOro
s3pika 310 Wav2vec2-xls-r-1bz, a mis ykpamnrckoro — Ukrainian STT model (wav2vec2-xls-r-1b-ru-with-Im), maremarudyeckum
anmapaToM KOTOPBIX SBISIIOTCS HEHpoHHBIe ceTH. [lomydeHbl crepyiomue pe3yJbTaThl:  Oiarojapss HCIOJIB30BAaHUIO
JIOTIOJTHUTENIbHON YKPAaWHCKOW JIMHIBUCTUYECKOM MOJENH Wav2veC2 yMeHbIIAeTcs MOoKa3aTellb YpPOBHS OIIMOOK CJIOB IOYTH
B 1,5 pa3a, 4ro BIHMAET Ha KAa4eCTBO PAcHO3HABAHMS CJOB IO ayAMO M MOTEHIMAJIGHO MOXET NMPUBECTH K IOJydYeHHIO Ooiee
KaueCTBEHHBIX TEKCTOBBIX JAHHBIX Ha BEIXoz#e. Jlisi omneHkn TaiiMmara paboTtel Moxyis STT ObUIO NPOaHAIM3MPOBAHO
TpU ayIHO3alMCH Ha aHTIMHCKOM M YKPAaMHCKOM S3bIKax pasHoil mmuHbL: S ¢, ~60 ¢ u ~240 c. Pe3ynpTaThl moKa3alu 3aMETHYIO
TEHACHIMIO YCKOPEHHMS MOJTy4YeHHs] HCXOAHOro (haiiia MpU MCIIOIb30BAaHUM BBIYHCIUTENBHOTO pecypca rpauueckoro yCKOpHUTeNs
NVIDIA Tesla T4 umenHo aist camoif JUIMHHOW ayauo3amucd. BuiBoabl. Vcmonb3oBanue riyOOKOH HEHPOHHON CETH HA JTare
IIyMOIIOJIABJIEHHsI BO BXOAHOM (paiiyie oOmpaBlaHO, IMOCKONBKY oOecneunBaer yBenndeHne merpukun WER mourm nHa 25%,
a yBEJIMYCHHE BBIYMCIHMTEIBHBIX MOLIHOCTEH Ipad)MuecKkoro Mmporueccopa W KOJHYECTBa MOTOKOBBIX IPOIIECCOPOB MPEIOCTABISIOT
YCKOPEHHE TOJNBKO Ul BXOAHBIX aynuodaiinoB OGoipiioro pasmepa. Ilocnmemyrolipe HCCIEIOBaHHUS aBTOpa COCPEIOTOYCHBI
Ha HCCIeI0BaHuH 3G PEeKTHBHOCTH METOI0B MOAN(UKALIMN CyMMapH3alliy MOTyYEHHOTO TEKCTa.
Kurouessble cioBa: STT; TekcT; 00paboTka; aHHOTaIWS;, pedepat; aynuodaiin; Moiens; o0y4YeHue.
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