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MONITORING DATA AGGREGATION
OF DYNAMIC SYSTEMS USING INFORMATION TECHNOLOGIES

The subject matter of the article is models, methods and information technologies of monitoring data aggregation. The goal of
the article is to determine the best deep learning model for reducing the dimensionality of dynamic systems monitoring data.
The following tasks were solved: analysis of existing dimensionality reduction approaches, description of the general architecture
of vanilla and variational autoencoders, development of their architecture, development of software for training and testing
of autoencoders, conducting research on the performance quality of autoencoders for the problem of dimensionality reduction.
The following models and methods were used: data processing and preparation, data dimensionality reduction. The software was
developed using the Python language. Scikit-learn, Pandas, PyTorch, NumPy, argparse and others were used as auxiliary libraries.
Obtained results: the work presents a classification of models and methods for dimensionality reduction, general reviews of vanilla
and variational autoencoders, which include a description of the models, their properties, loss functions and their application to
the problem of dimensionality reduction. Custom autoencoder architectures were also created, including visual representations
of the autoencoder architecture and descriptions of each component. The software for training and testing autoencoders was
developed, the dynamic system monitoring data set, and the steps for pre-training the data set were described. The metric
for evaluating the quality of models is also described; the configuration of autoencoders and their training are considered.
Conclusions: The vanilla autoencoder recovers the data much better than the variational one. Looking at the fact that the architectures
of the autoencoders are the same, except for the peculiarities of the autoencoders, it can be noted that a vanilla autoencoder
compresses data better by keeping more useful variables for later recovery from the bottleneck. Additionally, by training on different
bottleneck sizes, you can determine the size at which the data is recovered best, which means that the most important variables
are preserved. Looking at the results in general, the autoencoders work effectively for the dimensionality reduction task and the data
recovery quality metric shows that they recover the data well with an error of 3—4 digits after 0. In conclusion, the vanilla autoencoder
is the best deep learning model for aggregating monitoring data of dynamic systems.
Keywords: data dimensionality reduction; deep learning; autoencoders.

Problem statement and its relevance

A dynamic system is one where the function
describes the time dependence of a point in the
surrounding space. An example of such a system is
an economic system based on monitoring data, where
there is a time dependence of system variables
(days, months, years, etc.). The results of monitoring can be:

— data samples. These are sets of values for a certain
period of time, which can vary significantly depending on
the conditions of the system;

—time series. They are presented as sets of
measurements of a variable that are closely related to
each other and obtained within a certain period of time
during which the values of the variable do not change
significantly. Time series are discrete models for
monitoring the state of a dynamic system, which usually
contain parametric uncertainties, are non-stationary
and noisy.

In order to solve the problem of dimensionality
reduction, it is necessary to define the basic provisions on
this issue. Dimensionality reduction is the transformation

of data from a high-dimensional space to a low-
dimensional space in such a way that the low-dimensional
representation preserves some significant properties
of the original data, ideally close to its intrinsic
dimensionality. Working in high-dimensional spaces
can be undesirable for many reasons: raw data is often
sparse due to the curse of dimensionality, and data
analyses are usually hard to compute (difficult to control
or work with). The main advantages of using
dimensionality reduction methods are:

— removal of variables that do not have important
information;

—reduction of multicollinearity in the data;

—reduction of the required data storage space;

—reducing the time required for data-related
calculations;

— presenting the data in a way that allows for
visualisation.

Usually, it is necessary to preprocess the data in
time series and data samples by removing missing values
and preparing the data for submission to dimensionality
reduction techniques. Once the data has been
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preprocessed, the dimensionality reduction techniques
can be used.

The task of reducing the dimensionality of
monitoring data in dynamic systems should be defined
as a sequential performance of interrelated tasks, namely:

— monitoring the state of a dynamic system;

— pre-processing of the data, which makes it
possible to give them a certain form that is allowed for
the use of dimensionality reduction methods;

— reduction of the dimensionality of the monitoring
data of a dynamic system.

Considering the theoretical and practical problems
of the dimensionality reduction of monitoring data of
dynamic systems is of great interest to scientists in
Ukraine and abroad. To date, a number of papers have
been published describing models and methods for
dimensionality reduction [1-15]. V. Hrusha’s work [1]
discusses basic methods for dimensionality reduction,
such as: the use of geometric parameters of the FEM;
selection of FEM values on a nonlinear scale; use of
coefficients of approximating polynomials; application
of the principal components method. In their studies,
V. Martsenyuk, Y. Droniak, |. Tsikorska [2] and
E. Kozak [3] rely on the principal component method
to solve data aggregation problems. Paper [4] outlines the
theoretical and practical foundations of using a deep
learning model to predict monitoring data of dynamic
systems using data aggregation modules. Researchers
M. Korabliov and S. Lutskyi in [5] described the main
methods for information processing, where they

identified the task of dimensionality reduction as one
of the important components of processing. The existing
methods and models for dimensionality reduction
are considered in [6-8, 11, 15]. The authors theoretically
described various methods and models without practical
support. It is also worth mentioning [9, 14], where
scientists developed new deep learning models for
dimensionality reduction based on supervised learning.
The use of autoencoders for unsupervised learning is
discussed in [10], where an autoencoder is defined as
the main model for dimensionality reduction and data
recovery. It is also worth mentioning foreign works by
the following authors: P. May, H. Rekabdarkolaee [12],
K. Matchev, K. Matcheva, A. Roman [13] and others.

There are two basic approaches to dimensionality
reduction: Feature Selection and Dimensionality
Reduction. The feature selection approach is based
on the fact that the most important variables are
selected, thus reducing the dimensionality of the data.
In addition, the methods of the dimensionality reduction
approach perform certain transformations in order to
obtain data of lower dimensionality. The classification
of dimensionality reduction models and methods is
shown in Fig. 1.

The classification offers most of the popular models
and methods for dimensionality reduction, which are
actively used depending on the requirements and goals.
In this paper, we will consider deep learning models [16]
in more detail, namely the autoencoder and the
variational autoencoder.
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Having analysed the works devoted to solving
dimensionality reduction problems, it should be emphasised
that they do not determine the best deep learning model,
which are shown in Fig. It is also worth noting that the
information support developed to date does not allow
solving the problem of dimensionality reduction in data
samples and time series with a high level of reliability.
Therefore, there is a need to choose the best deep learning
model and information technology implementation tools
to reduce the dimensionality of monitoring data, which
determines the relevance of the study.

The purpose of the study is to determine the best
deep learning model for reducing the dimensionality of
monitoring data of dynamic systems. The object is dynamic
systems, and the subject is models, methods and information
technologies for aggregating monitoring data.

1 Standard autoencoder

A standard autoencoder can be described as a type
of feed-forward neural network where the input is
the same as the output. It compresses the input data
into a bottleneck (lower dimensional data) and then
reconstructs the output data from this representation.
The bottleneck is a compact summation or compression
of the input data, also called a latent space representation.

An autoencoder has three components: an encoder,
a bottleneck, and a decoder. The encoder compresses
the input data and creates a narrow throat, the decoder
then reconstructs the input data using only this
throat. The architecture of the autoencoder is shown
in Fig. 2, which shows all the main components of
the neural network.

Reconstructed
INput data [e--==-cccasommceeaans Ideally, the same ---------------- " input data

X=X

Bottleneck

Decoder X'

Compressed low-dimensional

input data submission

Fig. 2. General architecture of a standard autoencoder

An autoencoder is basically a dimensionality
reduction (or aggregation) algorithm with several
important properties:

— data dependence. An autoencoder is only able to
compress the data significantly, similar to what it has
been trained on. Since it learns functions specific to the
given training data, it differs from a standard data
compression algorithm. Therefore, it should not be used
on data that differs from the training distribution;

— there are losses. The output of the autoencoder
(or the reconstructed input data) will not be the same as
the input data. It will be a close but degraded representation;

— learning without a teacher. The autoencoder
belongs to mathematical models with unsupervised
learning techniques, as it does not need explicit labels
to learn, but only needs to be given input. However, to be
more precise, the autoencoder is self-supervised, as

it generates its own labels from the training data.
The model is trained by minimising a chosen loss
function that explores the error between the input and
reconstructed data.

Considering an autoencoder for the task of data
dimensionality reduction, it can be determined that
the data generated in the bottleneck is the target data.
That is, to use an autoencoder for dimensionality
reduction, it is necessary to train it on the input data and
apply the encoder to obtain dimensionality-reduced data.

2 Variational autoencoder

A variational autoencoder is an extension of the
above autoencoder. The variational autoencoder shares
properties with the standard autoencoder, including
data dependence, loss, and unsupervised learning.
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The difference is that the wvariational autoencoder
provides a probabilistic way to describe an observation
in a bottleneck (latent space). So, instead of designing
an encoder that outputs a single value to describe each
attribute of the latent state, an encoder is created to describe
the probability distribution for each latent attribute.

Input data - ------mmemmeme oo Ideally, the same ---—------====--===-1 ' Reconstructed
input data

X=X

Variance

Fig. 3. General architecture of a variable autoencoder

Considering the process of training such
a mathematical model, it can be noted that the loss
function used is different from the one used in the
autoencoder. Instead of the root mean square error,
the loss function is used, defined as follows:

L =MSE(X,X')+KL(u0), 1)

where MSE - standard error; KL - Kulbak—Leibler
divergence.

If we consider a variational autoencoder for
the dimensionality reduction task, then, similarly to
an autoencoder, the data generated in the narrow throat
is targeted. This means that you need to train the
variational autoencoder on the input data and take the
data from the bottleneck in order to obtain the reduced
dimensionality data.

3 Description of autoencoder architecture

The architecture of the variational autoencoder
(see Fig. 3) is similar to that of the standard one, except
for the bottleneck. Now, the encoder extracts two values,
such as the mean and variance, which are used in the
subsequent formation of the bottleneck.
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A
i

Compressed low-dimensional

input data submission

There are many variations in the architecture of
autoencoders depending on the type and complexity
of the task. If you use an autoencoder to reduce the
dimensionality of tabular data, you should use
a conventional feed-forward neural network. In this case,
it makes no sense to use convolutional neural networks,
as they are usually required for working with images.

Both types of autoencoders have been designed with
the same architecture, except for the difference between

astandard and a variation autoencoder. The auto-encoders
have three linear layers in the encoder, one layer in
the narrow throat and three linear layers in the decoder.
The same architecture was chosen in order to determine
the best model for dimensionality reduction with high
accuracy, based on studies where the difference in their
results depends only on the specific differences that
characterise standard and variation autoencoders.

3.1 Architecture of a standard autoencoder

The architecture of the standard autoencoder that
will be used in this paper is shown in Fig. 4. The diagram
clearly identifies three parts of the autoencoder: the
encoder, the bottleneck, and the decoder. The labels
above the arrows indicate the size of the data fed to the
next layer of the neural network. The size is determined
by variables that can be controlled, namely:

— batch_size characterises the size of the data
packet fed to the neural network;

— input_dim defines the size of input state variables;

— hl, h2 are the sizes of the hidden layers of
the neural network;

— latent_dim — is the size of the data in the
bottleneck. This variable determines the dimensionality
of the data that will be obtained after dimensionality
reduction.
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Fig. 4. Autoencoder architecture

Also in Fig. 4, the variables characterising the types
of neural network layers are defined, in particular:

— Linear. This layer uses a linear transformation to
the input data: y = xx A" +b .

— Activation. Uses the activation function before
the input data.

— Dropout. During training, the layer randomly
zeroes some of the input data elements with a certain
probability using samples from the Bernoulli distribution.
It has been proven as an effective method of regularization
and prevention of neuronal coadaptation, as described in [17].

— BatchNorm. Applies batch normalization to
input data with dimension 2 (for example, data with
dimension 16 x 128), as described in [18].
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Fig. 5. Architecture of the variational autoencoder

This process of sampling from the distribution
parameterized by the model cannot be differentiated.
Therefore, an additional layer type was added -
Reparametrize. It allows you to build a gradient path
through a non-stochastic node and further differentiate this

node. The main idea of this layer is to add noise, which
is obtained from the normal distribution, to # and o .
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3.2 Architecture of the variational autoencoder

The architecture of the variational autoencoder that
will be used in this paper is shown in Fig. 5. The diagram
identifies four main parts: the encoder, 4 and o,

the narrow throat, and the decoder. The labels above
the arrows indicate the data size, similar to the diagram
of a standard autoencoder. Their definitions are described
inp. 3.1

The diagram shows the variables characterizing
the types of neural network layers. They are similar
to those described in section 3.1. The variational
autoencoder provides distribution parameters (¢ and o),

which are then used to generate data in the narrow throat.
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This layer can be described by the following formula:
)

where p is the mean; o is the variance; e is the noise

obtained randomly from a normal distribution. Thus, the
random element was separated from the studied
parameterization, and now it is possible to differentiate
the model completely.
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The overview part of the dataset is shown in Fig. 6.

This dataset was preprocessed by removing/replacing
missing values, applying min-max normalization in
the range from 0 to 1 inclusive, and given a form that
is acceptable for training and testing of autoencoders.
Moreover, the dataset is divided into two parts to be
used for training and testing, where 70% of all
data relates to the training part and the rest to the
testing part.

4 Overview of model results and performance

4.1 Data set

To train and test the auto-coders, we use
a proprietary dataset that reproduces monitoring data in
an economic dynamic system. It reproduces the socio-
economic development of countries for 2012-2020.
The set consists of 115 alternatives with 32 state variables.

EGI_2020 EPI_2020 0512020 HCI_2020 TI_2020 EGI_2018 EPI.2018 OS51_2018 HC_2018 TI_2018 .. 0512012 HC_2012 TI_ 2012 NRI19  ICT_17

Country Name

o

Albania 0663864 0816848 0.802952 0.608831 0707435 0.683307 0714727 0473328 .. 0290313 0741815 0377144 0404424 0476126

Algeria 0346680 0000000 0.102246 0.268064 0033907 0.058322 0548508 0420335 .. 0.080691 197836 0.218389 0.412005

Argentina 0.810274 0730152 0.544200 0.699988 0809057 0673032 .. 0419371 0490160 0482007 0.701228

Armenia 0724566 0612406 0.523342 0476144 0474979 0670384 0515933 .. 0.169402 0.819379 0359535 0458402 0.560709

Australia 1.000000 0.870089 0.985578 0979535 (0.966639 1000000 0.860136 .. 0830598 1.000000 0742318 0870412 0899043

United States of America 0934212 1000000 0.924358 0901507 0810278 0043354 0878535 (00983319 1.000000 0.03588 0778801 00961538 0.800859
Uruguay 0.820747 0830928 0.802953 0807662 0841833 0.807910 0.897917 0.866673 0443553 0.880734 0.500518 0.560746 0.731705

VietNam 0.559561 0647894 0569301 0583096 0630193 0521409 0625817 0.683307 0290315 0.689984 0446081 0453945 0.379263

Zambia 0214021 0183034 0080283 0578695 0258696 0250818 0272100 0.375015 0153238 0395071 0038465 0.068174 0121419

Zimbabwe 0324736 0352106 0408736 0499741 0291793 0188522 0122427 0.191648 0137199  0.594539 0115779 0.000330 0.173261

115 rows = 32 columns

Fig. 6. Data set
4.2 Quality assessment metrics

In order to determine the best model for
dimensionality reduction, the root mean square error
is used as a metric to evaluate the quality of the model.
This metric is calculated by the following formula:

MSE(x,x’):%ZL(xi—x;)z, ®)

where, in the case of autoencoders, X is the input data;
X' is the reconstructed input data. There is an inverse
relationship between the metric and the quality of the
model. That is, the lower is the metric value, the higher
is the quality of the model, and it reduces the data
dimensionality better, preserving more useful variables.

4.3 Autoencoders configuration and training

Part 3 describes the architectures of autoencoders
and introduces variables that control the sizes of data
and the corresponding layers of the neural network.
Also, such layers as Dropout and Activation have their
own parameters. All the values of variables and
parameters are shown in Table 1.

An optimization algorithm called Adam [19] was
used to train autoencoders.

Standard parameters for this algorithm were used,
namely:

— learning rate =1e-3;

— coefficient used to calculate the gradient moving
averages = 0.9;

— the coefficient used to calculate the square of the
gradient = 0.999.

Table 1. Configuration of autoencoders

Variable, parameter Value
batch_size 16
input_dim 32
hl 128
h2 64
latent_dim 20
Probability with a layer Dropout 0.2
Activation function in the layer Activation ReLU

The loss functions used in training the autoencoders
are also defined. They are different for the standard and
variational autoencoders. Thus, the MSE loss function (3)
is used for the autoencoder, and the function defined in
(1), which is a combination of MSE and Kulbak-Leibler
divergence, is used for the variational autoencoder.
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4.4 Software

The software was developed using the Python
language. The following libraries were used as auxiliary
libraries:

— scikit-learn for applying normalisation, quickly
dividing the data set into training and testing parts;

— Pandas for working with data, processing it, etc.

—PyTorch for working with neural networks,
training and testing them, creating loss functions, etc.

— NumPy for working with matrix calculations and
initialising model parameters;

— argparse for working with console parameters

—and others, which are insignificant for their
description.

As a result, a console application was developed
that allows you to perform the following actions:

— loading a tabular dataset, extracting the specified
state variables, and splitting it into training and testing parts;

— training of standard and variation autoencoders
using configuration parameters;

— saving the best version of the autoencoder;

—continue training the model with the existing
version of the model;

— calculation of performance indicators and loss
functions;

— testing standard and variation autoencoders using
configuration parameters;

—use of trained autoencoders with four options:
encoding, encoding + sampling, decoding, and full
model pass.

The software supports the execution of the program
on the central processing unit (CPU) and the graphics
processing unit (GPU). It should be noted that the use
of the GPU significantly increases the speed of training
and testing of autoencoders.

4.5 Results of training and testing of autoencoders

The training of the autoencoders was carried out
with a fixed number of epochs, namely 1000 epochs for
each training. After every ten epochs, the models were
tested using the metric described in Section 4.2. Based
on the test results, the best version of the model was
selected after the training. Additionally, the training
was performed by changing the latent_dim parameter,
which is responsible for the dimensionality of the data
placed in the bottleneck, i.e. the target data for the
dimensionality reduction task. The results of testing
the autoencoders are presented in Table 2.

Based on the results of testing the autoencoders, it
can be determined that the standard autoencoder recovers
data much better than the variational one. Given that
the architectures of the autoencoders are identical, except
for the features of the autoencoders, it can be noted that
the standard autoencoder compresses data better,
preserving more useful variables for further recovery
from the bottleneck. Also, by training on different sizes
of the bottleneck, you can determine the most effective
size at which the data is recovered best, which means that
the most important variables are preserved. In this case,
if the size is 10, both autoencoders work most efficiently.

Table 2. Results of autoencoders testing

Autoencoder type latent_dim MSE
Standard 20 71x 10"
Variational 16.7x 107
Standard 15 6.8x 107
Variational 158x 10
Standard 10 6.6x107*
Variational 148x 107
Standard . 7.6x 107
Variational 152x 107
Standard ) 126x 107
Variational 154x 10
Standard 1 10.9x 107
Variational 14x 107

It should be noted that when aggregating

to dimension 1, the variational autoencoder recovers
the data best. This phenomenon encourages future
research. On the other hand, it is a good reason to reduce
the dimensionality for data visualisation.

Accordingly, general autoencoders work well for
the dimensionality reduction task, and the data recovery
quality metric shows that they recover data well with
an error of 3-4 digits after 0.

Results and conclusions

The paper presents a classification of models and
methods for reducing the dimensionality of monitoring
data of dynamic systems, which involves the division
into two approaches, such as variable selection and
dimensionality reduction. Considering deep learning
models in relation to the dimensionality reduction
approach, standard and variational autoencoders
are selected.

A general overview of the selected autoencoders
is offered, including a description of the models, their
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properties, loss functions, and their application to the task
of data dimensionality reduction. We also created our
own autoencoder architectures, described in Section 3,
including a visual representation of the autoencoder
architecture and a description of each component.

To train and test the autoencoders, we developed
software using the Python language and auxiliary
libraries (see p. 4.4). We also present the monitoring
data set of the dynamic system used in this work.
Additionally, the steps for preliminary preparation of the
dataset to give it a form that can be used in the developed
software are described. In the course of the study
of training and testing of autoencoders, a metric
for evaluating the quality of models is described,
the configuration of autoencoders and their training
is considered, the sizes of autoencoder layers, parameters
of the optimisation algorithm, loss functions,
etc. are given.
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ATI'PET'YBAHHSA JAHUX MOHITOPUHI'Y JUHAMIYHUX CUCTEM
13 BAKOPUCTAHHAM IHOOPMAIIMHUX TEXHOJIOT'TH

IIpeameTom poGotn € mMonemni, MeToan Ta iHpOpMaliliHi TEXHOJIOTIT arperyBaHHs JaHUX MOHITOpHHTY. MeTa cTaTTi — BU3HAYHUTH
HaWKpally MoJedb TIMOOKOTO HaBYaHHS JUIS 3MEHIIEHHS PO3MIPHOCTI JaHUX MOHITOPHMHTY IMHAMIYHUX CHCTEM. 3aBAaHHS,
IO BHUPIIIYIOTHCS: aHANI3 HASBHHUX IMiIXOIB 3MEHIIEHHS PO3MIPHOCTI, ONKC 3arajbHOI apXiTeKTypH CTaHIApTHOTO W BapialiifHOTO
ABTOKOYBAJIbHHKIB, PO3POOJICHHS iX apXiTeKTypH, CTBOPEHHS MPOrPaMHOro 3a0e3Me4eHHs Uil TPeHYBaHHS © TECTyBaHHS
aBTOKO/yBaJIbHUKIB, JOCIIKCHHS SKOCTI pOOOTH aBTOKOIYBAIBHUKIB JJIS 3MEHIICHHS PO3MIPHOCTi. 3aCTOCOBAHO Taki METOIH:
IirOTOBKA Ta OOpOOJEHHS JaHWX, 3MEHIICHHs po3MipHOCTi nanuX. [IporpamHe 3abesmeueHHs: Oyio po3poOieHO 3a JOMOMOTOI0
moBu Python. Jlomomikammu 6GiGmiorekamu Bukopucrani Taki: SCikit-learn, Pandas, PyTorch, NumPy, argparse Toripo.
3100yTi pe3yabTaTH: y PoOOTI 3amponmoHOBaHO KiacH(ikalilo MoAeneid 1 METOHiB Uil 3MEHIICHHS PO3MIPHOCTI Ta MOAAHO
3arajibHi XapakTePUCTHKH CTaHIAPTHOTO ¥ BapiallifHOr0 aBTOKOIYBaJbHUKIB, IO MICTATh OMKC MOJETCH, X BIACTUBOCTI, QyHKIIIT
BTpAT Ta iX 3aCTOCYBaHHS Ul 3MEHIICHHS PO3MIPHOCTI JaHUX. Tako)X CTBOPEHO BJIACHI apXiTEeKTypu aBTOKO/yBaJlbHHUKIB, 30KpeMa
Bi3yaJbHE MOJAHHSA apXiTEKTypH aBTOKOJYBAJIBHHUKIB Ta OIUC KOXHOTO CKJIAJHUKA. PO3po0IeHO mporpamHe 3a0e3NedeHHs I
TpeHYBaHHS il TECTyBaHHs aBTOKOAYBAJIbHUKIB, PO3IIIHYTO HA0Ip JaHUX MOHITOPHHIY JAHHAMIi4HOI CHCTEMH Ta Aii 3 MonepeaHboi
miAroTOBKM Habopy pAaHux. KpiM Toro, ommcaHo MeTpUKY Ui OIIHIOBaHHS SIKOCTI MOJENEH, pPO3TISHYTO KOHQIrypamito
ABTOKOAYBAIBGHHUKIB Ta iX TpeHyBaHHS. BHCHOBKM: CTaHZAapTHHII aBTOKOJYBAaJbHUK BIJHOBIIOE IaHI HabaraTo Kpame, HiXK
BapiamiffHnii. 3BaXkaloun Ha Te, IO apXiTEKTypH aBTOKOJYBAJbHUKIB OJHAKOBi, 32 BHHATKOM OCOOIMBOCTEI aBTOKOIYBaJIbHHKIB,
MOYKHA 3a3HAYMTH, II0 CTAHAAPTHUH ABTOKOAYBAJIBHMK CTHCKAE NaHi Kparle, 30epiratoun Oinbliie KOPHCHUX 3MIHHHX I HOJANIBIIOrO
BIJIHOBJICHHS 3 BY3bKOro Tropia. Takox 3a JOMOMOrO TPeHyBaHb Ha Pi3HHX po3Mipax BY3bKOTO TOpja MOXHA BH3HAYHUTH PO3MIp,
3a YMOBH SIKOTO JIaHi BIIHOBIIIOIOTHCS HAalKpalle, a [1e 03Havae, M0 30epiraloTbecs HallBaXkKIMBIIII 3MiHHI. BiqmoBifgHO 10 3aranbHUX
pe3yJIbTaTiB aBTOKOXYBAIBHUKH €(EKTUBHO MPAIIOIOTH HAJl 3aBIAHHAM 3MEHIICHHS PO3MIPHOCTI, i METPHKa SKOCTI BiIHOBJICHHS
AaHUX TIOKa3ye, II0 BOHHM A00pe BiJHOBIIOIOTH JaHI 3 MOXUOKOIO, sika CTaHOBUTH 3—4 3Haku miciast 0. Omxe, cTaHOapTHUI
ABTOKO/YBaJIBbHHK € HAWKPAIIOI0 MOJCIUTIO ITMOOKOT0 HAaBYaHHSI arperyBaHHsI JaHUX MOHITOPUHTY JHHAMIYHHX CHCTEM.
Ku11040Bi cj10Ba: 3MEHIICHHS PO3MIPHOCTI JaHUX; ITMOOKE HABYaHHSI; aBTOKOTYBAJIbHHKH.
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