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STUDY OF PREDICTION AND CLASSIFICATION MODELS
IN THE PROBLEMS OF DIABETES AMONG PATIENTS
WITH A STROKE IN DIFFERENT LIVING CONDITIONS

The subject of the study in the article is the methods of predicting the development of diabetes. Diabetes mellitus is
a non-communicable disease that has affected 425 million people, and by 2045 the number will only increase by 1.5 times.
It has been proven to be an independent contributing factor to stroke development. When there is too much sugar in the blood,
it negatively affects the arteries and blood vessels. People with this disease are more likely to develop atherosclerotic plaques
and blood clots, which can lead to heart blockage and ischemic stroke. Having diabetes increases the risk and worsens the course
of a stroke. According to the Framingham Study, the number of recurrent cases doubles. The aim of the study is to investigate
methods of predicting and classifying the development of diabetes among people, in particular stroke patients, to prevent
the development of other diseases. The complexity of the problem lies in the fact that there are as many undiagnosed cases
as diagnosed ones, so about half of people suffer from the disease and the resulting complications due to improper or delayed
diagnosis. Therefore, timely diagnosis of a disease that is difficult to detect is important in order to prevent the development
of further complications. The article solves the problem of a multi-criteria task of choosing the best algorithm for
predicting the occurrence of a disease. The following methods are used in this paper: multilayer perceptron, k-nearest
neighbors method, decision tree, and logistic regression. Nowadays, machine learning has begun to apply to similar problems.
In the 1950s and 1960s, there were attempts to combine the approaches to creating neural networks that existed at the time,
which made it possible to calculate quantitative descriptions of human intelligence, and memorize, analyze, and process
information, which resembled the work of the human brain. Medicine is one of the main areas of human activity where various
classifier and neural network algorithms are gaining popularity yearly. They are trendy in disease diagnostics. Results: the initial
conditions for choosing the best model are met by logistic regression. Conclusions: as a result of the study, the optimal model
for predicting the development of the disease was selected.
Keywords: multilayer perceptron; neural network; prediction; stroke; diabetes mellitus.

Introduction

Diabetes mellitus (DM) is one of the most common
diseases of the endocrine system. Today, diabetes is
considered a pandemic, as the number of patients
worldwide is increasing by 5-7% annually. It is predicted
that by 2030 there may be approximately 360 million
people with diabetes, and by 2040 the number will
double to 640 million.

Diabetes mellitus is a metabolic group of diseases
characterized by impaired insulin secretion and action,
as well as hyperglycemia.

According to the 1999 classification, revised
and improved in 2019, diabetes has the following types:

— type | — occurs as a result of the destruction of
pancreatic B-cells during an autoimmune or undetermined
process that causes insulin deficiency;

— type Il — the most common type, which develops in
case of impaired insulin secretion due to insulin resistance;

— hybrid forms of DM;
gestational DM;

DM of known etiology;
— unclassified DM.

The World Health Organization defines DM as
a non-communicable disease that is one of the
ten possible causes of death, as life expectancy
in diabetics is reduced by 25%. Almost 80% of deaths
are caused by cardiovascular complications, namely
heart attack or stroke, which also lead to disability.

A stroke causes damage to the blood vessels in the
brain because they are blocked by a blood clot or rupture,
and therefore cannot carry oxygen and nutrients.

Causes of stroke:

— high blood pressure;

— high cholesterol;

— abnormal heart rhythm;

— overweight;

— diabetes mellitus;

— excessive stress.

Analysis of the problem and existing methods

Canadian experts conducted a study: they collected
data on 12.200 patients over 30 diagnosed with type Il
diabetes. Of these, 9.1% were diagnosed with various
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types of strokes within five years. Studies have shown
that long-term diabetes leads to macrovascular problems.

It is known that stroke due to diabetes is diagnosed
in people under the age of 40 3-4 times more often,
and after 40 years — 1.5-2 times more often than
in nondiabetics. Mostly, ischemic variants occur
(in 65% of cases, the atherothrombotic subtype), and
mortality is 40.3-59.3%. Also, the likelihood of strokes
increases due to high blood pressure, which can be
accompanied by cerebrovascular syndrome, impaired
consciousness, and pneumonia. Thus, the brain is
affected, and neurological deficits slowly begin, but
the lost functions are not fully restored. It is worth
noting that in 46% of cases there are signs of
leukoaraiosis in the periventricular zone, which shows
the extent of cerebral vascular damage.

More than 80% of people with stroke in the setting
of diabetes mellitus may have movement disorders.

To date, the causes of stroke caused by diabetes
mellitus have not been fully identified. Researchers
believe that in this case, stroke is a clinical syndrome
of macroangiopathy caused by a disorder of
carbohydrate metabolism.

Machine learning is now being used to solve
such problems. In the 1950s and 1960s, there were
attempts to combine the approaches to creating
neural networks available at the time. They enabled
computational capabilities that quantitatively described
the features of human intelligence, memorization,
analysis, and processing of information that resembled
the work of the human brain.

In the modern world, many problems faced by
specialists in various fields are solved with the help
of machine learning, as there is a need to process
a significant amount of information. As you know, there
are countless medical records for each disease, so the
question arises: "How to correctly predict the possible
development of a disease?" The article [1] describes
Big Data as a set of organized and unorganized data
for which conventional methods are not effective, so in
this case, machine learning is used as a way to find
unnoticeable connections among a large number of
queries. This method involves the stages of collecting
and preparing information, selecting and training a model
that can solve the problem of a particular industry.
At the same time, the authors of the article emphasize
that the use of machine learning in this case does not
require deep knowledge and full immersion in the subject
area, which also simplifies the solution of tasks
when processing a significant amount of information.

It is worth noting that the first step is to define the
criteria for choosing a model. The article [2] describes
the construction of the principles of choosing the best
model for decision-making, in particular, for hiring.
The authors present indicators that provide useful
information for a more accurate assessment of the
algorithm’s effectiveness. In the process of developing
classification algorithms, the authors calculate the
accuracy, precision, recall, and f-measure criteria for
each. The authors argue that accuracy should be used
when the number of positive and negative examples is
approximately equal; precision calculates the severity
of possible consequences in case a negative example is
identified as positive; recall is appropriate when there is
no positive data; and the f-measure is effective when
the records of one class significantly exceed the
data of another. Thus, the study decided to apply the
following criteria.

It is well known that many neural network models
are used in medicine. Article [3] discusses the
construction, analysis, and development of neural
networks used to predict the development of endocrine
disease. First of all, we are talking about the Kohonen
neural network, multilayer perceptron, hybrid neural
network, adaptive resonance theory models and its
modified model — Fuzzy-ART. To choose the most
optimal model, the following indicators are taken into
account: neural network speed, reliability of results,
amount of memory required, training method, and
application principles. The best of these neural
networks is the multilayer perceptron, which will be
discussed in this paper.

Thus, the basis for the use of neural networks in
medicine is the construction of a multilayer perceptron.
The variable accuracy of the neural network for
diagnosing cardiovascular diseases ranged from 64% to
94%. These were models of a multilayer perceptron
with two hidden layers with an accuracy of over 90%.
Their training was based on genetic algorithms.

The above proves that stroke and diabetes are
dangerous not only because of their consequences,
but also because they can lead to other serious diseases.
Therefore, the aim of the article is to investigate
methods of predicting the development of diabetes
among stroke patients under different conditions of life
and to choose the most optimal model for this task.

To select a model among a set of alternatives
with different characteristics, a multi-criteria problem
of choosing the best option is used.
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Solving such problems can be difficult due to the
ambiguity of the choice. In such cases, methods from
two groups are used: the first is designed to reduce
the number of evaluation criteria, in which case
assumptions are made to rank the values of characteristics
and compare all options; the second group of methods
is aimed at removing bad alternatives before the
comparison algorithm begins.

For our study, the preferred method is the
first group’s method — collapsing — a method in which
all criteria of alternatives become one common one.
The most commonly used methods are additive,
multiplicative, and maximin collapsing.

Additive collapsing is presented as follows:

K(x)=>a;K;(x), @)
j=1
where K (x) —general criterion for the alternative x e X ;

(Kl(x), . K (X)),
criteria;

n —anumber that describes its number;
normalization factor, weight

Kn(x)) — a set of initial

a. - of the

]
alternative’s characteristic feature.
The best alternative is calculated as follows:

X =argmax K(x). 2

XeX

That is, the solution is the largest value calculated
by convolution.

The best solutions of multiplicative and maximal
convolution are also calculated using formula (2).

We have to choose the right method for the study.
We cannot immediately reject all possible alternatives,
so the methods of the second group are not suitable.

Let’s choose additive convolution, because
multiplicative convolution requires normalization of
values from 0 to 1, whereby in the case of 0 we will
have 0, despite other priorities of the criteria. First, it is
necessary to determine the criteria by which all
proposed alternatives will be evaluated, and then weights
are calculated for each of them, i.e., the most important
and effective alternative in decision-making. All criteria
are distinguished by their indicators — qualitative
and quantitative. This method works with the latter,
so if you have the former, you need to replace them
with the appropriate values of the latter type.

Once the quantitative indicators are ready, some of
the alternatives can be eliminated using the Pareto
principle if there are those that are worse than others
in all criteria, and then normalization is necessary.

The scores for the criteria differ in the scales of their
values, i.e., mass is measured in kilograms, speed in
meters per second or in seconds, so for a correct
assessment of the values, they need to be normalized
in the range from 0 to 1. Usually, the higher the value,
the better, but it can also be the other way around,
depending on the task at hand.

The next step is to determine the weighting factors
for ranking the criteria. A weighting factor is a multiplier
that determines the importance of how much a particular
criterion can affect the final choice [4].

It remains to calculate the convolution value for
all alternatives, and then compare: determine for each
alternative the sum of the products of all the values
of the criteria and their weighting factors. We will
conduct an experiment to select the most optimal model
for the task at hand, but first we will describe each
of the possible options.

Let’s consider the practical part of building
forecasting and classification models. We will describe
experiments for selected algorithms:

— multilayer perceptron;

— classification tree;

— k-nearest neighbors method;

— logistic regression.

Let’s download two datasets from the website
https://www.kaggle.com/datasets/alexteboul/diabetes-
health-indicators-dataset. Each of them is a response to
a telephone survey on health topics conducted annually
by the U.S. Center for Disease Control and Prevention
(CDC). This Behavioral Risk Factor Surveillance
System (BRFSS) collects responses from more than
400.000 Americans about unhealthy behaviors, chronic
diseases, and use of preventive services. The surveys
have been conducted since 1984, and the results
for 2015 are available on Kaggle in a csv file format.
The dataset contains 253.680 records [5-7].

The next step is to train the model. To do this,
we divide the data for each forecasting method
in the following ratio: 80% - training sample, and
20% — test sample.

The perceptron will have three layers. The first
one contains the same number of neurons and
independent attribute variables. The hidden layer will
have two neurons for further processing. The final layer
will have one neuron and will produce the final value
of the object’s probable belonging to one of the
possible classes: if it is greater than a certain threshold,
the prediction will produce 1, if less than 0.
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Suppose we have the following initial conditions
for the first data set:
threshold of values — 0.5;

— number of epochs — 100;

— training sample — 200.000;

— testing sample — 50.000.

The algorithm proceeds as follows:

1) the model receives another object as input;

2)the first layer is filled with the values of
its attributes;

3) calculate weighted sums for each of the
two layers of the hidden layer;

4) calculate sigmoidal activation values for each
of the following neurons;

5) repeat the same operations for the neurons
of the hidden layer that are further included in the
resulting neuron;

6) adjust the weights.

Repeat the algorithm and calculate the global error
using the gradient descent method until it becomes
minimal or until we reach the maximum number of
training epochs.

Let’s build a classification tree. Consider the
algorithm for the first data set. Initially, we have the
following conditions:

— training sample — 200.000;

— testing sample — 50.000.

The basis of the algorithm is the Gini Impurity
of the tree, an indicator calculated as the minimum
value of all possible Gini Impurity attributes of an object.
It reflects the extent to which an attribute can
distinguish data by the value of the main dependent
feature, and the lower its value, the fewer errors
it can cause. If the values of the attribute are not binary,
all its possible values are taken into account, sorted,
and for each two values, their average number and
Gini Impurity are calculated.

After selecting the appropriate attribute, the
root is built from this key, the left branch containing
information with a positive value for a particular
attribute is added, and the right branch with a negative
value. Then the branch with the larger amount of
information is selected as the root.

The algorithm terminates when the tree contains
all possible attributes or the branch becomes a leaf,
i.e. contains data from one of the possible classes.

Initial conditions:

— training sample — 25.000;

— test sample — 30.000;

— number of nearest neighbors — 3.

This classifier works in the following way:
the more neighbors of a certain class, the more likely
it is that the object belongs to this class as well.
The number k here is the number of neighbors that
are closer to the next element than others. The distance
in this algorithm is calculated using the Euclidean
criterion. The method does not require training, so it is
immediately applied to the test set items among the
training set records. Therefore, it loads the system by
calculating the distances from each element of the test
set to all its neighbors in the training set on a large scale.

Let’s conduct an experiment for the first dataset
using logistic regression, the main purpose of which is to
divide objects into two classes.

At the beginning we have:

— number of stages — 100;

— training sample — 200.000;

— testing sample — 50.000.

The algorithm is as follows:

— initialization of synaptic connections and offsets;

— calculation of a linear combination of input
features;

— calculating the probable value using a sigmoid
function;

— determination of the loss function (log loss);

— adjusting weight relationships and offsets using
gradient descent.

The algorithm terminates when the loss function
has reached the desired value or the maximum number
of training stages has been reached.

The experiment was conducted for the first dataset
with the initial conditions specified above. Now let’s
calculate the quality of the implemented algorithms
based on the calculated metric values.

Let’s simulate and solve the vector optimization
problem. We need to choose the best possible model
with a high percentage of reliable results. Let’s prepare
the decision-making process for choosing the right
algorithm [8-9].

1) Let us describe the set of alternatives:

— multilayer perceptron (MLP) [10];

— logistic regression;

— decision tree;

— k-nearest neighbors method.

2) Let’s describe the selection criteria:

— precision — the number of objects that, according
to the algorithm, belong to a positive class, which
is a true statement;

— accuracy — the number of correctly predicted
results;
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— recall — the number of positively identified items
from the entire scope of this class;

— f-measure is a quality criterion that combines
accuracy and recall.

Table 1. Output indicators

3) Let’s describe the scoring scales by criteria:

— all indicators have values between 0 and 1.

We present the model of the task in the form of a
table with known indicators (Table 1).

Multilayer perceptron Classification tree k-nearest neighbors Logistic regression
Accuracy 84.854 82.8 99.78 85.5575
Precision 1 0.845 0.9974 0.8683
Recall 0.84854 1 1 0.978
F-measure 0.91 0.9162 0.9987 0.92

For an accurate assessment, the indicators should be
in the same range, so let’s normalize the data: divide the

Table 2. Table with normalized indicators

accuracy value by the reference value of 100 and we will
have normalized indicators (Table 2).

Multilayer perceptron Classification tree k-nearest neighbors Logistic regression
Accuracy 0.84854 0.828 0.9978 0.855575
Precision 1 0.845 0.9974 0.8683
Recall 0.84854 1 1 0.978
F-measure 0.91 0.9162 0.9987 0.92

At this stage, the networks are not compared
according to the Pareto principle, so we will perform
linear additive convolution with normalizing factors
for the entire problem model and consider the results
of the study (Table 3).

As we can see, under the condition of linear
additive convolution, the k-nearest neighbors algorithm
is better at predicting whether objects belong to a certain

Table 3. Linear additive convolution

class. However, we should note that the study was not
conducted for the entire sample, but for a part of the
information due to the long operation of the method.
This alternative is suitable for a small amount of data,
so logistic regression is a better option for processing
a significant amount of information. If we repeat
the calculations for the second dataset (Table 4),
the result will be the same.

Normalization multiplier | Classification tree | k-nearest neighbors | Logistic regression | Classification tree
Accuracy 0.2832929 0.84854 0.828 0.9978 0.855575
Precision 0.2694909 1 0.845 0.9974 0.8683
Recall 0.2613327 0.84854 1 1 0.978
F-measure 0.2670298 0.91 0.9162 0.9987 0.92
0.97462471 0.96827181 1.079475332 0.977628

Table 4. Indicators of the second dataset study

Multilayer perceptron Classification tree k-nearest neighbors Logistic regression
Accuracy 86.482 82.8 99.68 86.925
Precision 0.86482 0.8419 0.9967 0.8796
Recall 1 1 0.9995 0.9833
F-measure 0.9275 0.9141 0.9833 0.9286




Cyuachuil cman HayKogux 00CIIONCeHy ma MexHono2itl 8 npomuciogocmi. 2023. Ne 2 (24)

ISSN 2522-9818 (print)
ISSN 2524-2296 (online)

Thus, as the study confirmed, regression analysis
is the best method for predicting the development of
diabetes among people.

Conclusions

Machine learning models are the key to new
opportunities in various fields. In particular, this
applies to medicine, where machine learning is used
to diagnose and predict the occurrence of possible
diseases [11-14].

To date, many studies have been conducted
on an important problem of humanity — identifying
the cause of disease development. Various models
are used for this purpose: neural networks, classifiers,
decision trees, etc.

This paper investigates the most common prediction
and classification models used in the medical field,
namely the multilayer perceptron, decision tree, k-nearest
neighbors method, and logistic regression. Each of them
was analyzed on the basis of the accuracy, precision,
recall, and f-measure criteria. Linear additive convolution
was used to determine the best of these methods —
k-nearest neighbors. However, given that this model
functions slowly when working with a large amount of
information, logistic regression was found to be the best
model for predicting the development of diabetes.

The main advantages of the chosen model in
medicine are:

— the ability to search for relationships in very
complex situations when they are difficult to notice
when assessing the situation;

— due to the ability to learn, the model can find
solutions to problems even in the absence of a priori
knowledge of the initial information, the development of
the phenomenon under study, the dependence between
parameters, input indicators and expected results;

— the accuracy of forecasts does not depend on
the availability of different types of less informative
or missing data.

However, despite the effectiveness of machine
learning models, they have several drawbacks:

— training takes some time, the neural network has
to go through retraining stages during repeated use, and
a large amount of input information requires more time;

— the reliability of the results could be better [15].

Logistic regression meets all the requirements set
out in this paper, but its efficiency needs to be improved.

Therefore, further research will be aimed at optimizing
the chosen model. As of today, it has drawbacks that
need to be eliminated.

Logistic regression uses first-order optimization
methods, namely the gradient descent method. Its essence
lies in the fact that synaptic weights change iteratively
in the direct or opposite direction of the target gradient
function. The update of values reflecting how the
attributes of the elements affect the dependent feature
continues until the most optimal results are achieved.
The speed of this process, namely the number of
iterations, depends on the value of the training parameter.

The gradient descent method is easy to implement
when developing models in machine learning, but it
has several drawbacks.

The first one is that in the case of a large amount
of information, the algorithm is complicated by long
redundant calculations. This is when stochastic gradient
descent (SGD) comes in handy. This method uses
a randomly selected sample to adjust the gradient during
each iteration without calculating its exact value,
which is what the method estimates. The number of data
records does not affect the performance of the algorithm,
and it is capable of achieving sublinear convergence
speed. Therefore, stochastic gradient descent spends
less time updating model parameters and does not accept
large-scale calculations.

The second problem is to determine the optimal
model training parameter, or more precisely, the
hyperparameter. The process of model creation, speed,
and accuracy of results depend on the hyperparameter.
In choosing the best value that can be used in machine
learning, various methods are used that return a tuple
of hyperparameters and losses, namely:

— lattice search;

— random search;

— Bayesian optimization;

— optimization based on gradients;

— evolutionary optimization;

— population-based optimization.

The study wused the method of tuning
hyperparameters by random search. Therefore, in the
future, it can be removed from the options for modifying
and optimizing the implemented algorithm.

Thus, the purpose of further research is to optimize
the model, eliminate shortcomings in its functioning
in order to accurately determine the possibility of
developing diseases.
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JTOCJIDKEHHS MOJIEJENA MTPOTHO3YBAHHS TA KJIACU®IKALIT
B 3AJJAYAX HASIBHOCTI JIABETY
CEPEJI IALIICHTIB 3 IHCYJbTOM Y PI3HUX YMOBAX )KUTTEISIIBHOCTI

IIpenmeToM aocCaiIKeHHST € METOAM NPOTHO3YBAaHHS PO3BHTKY IykpoBoro miabery. LlykpoBuii miaber — HeiHbekuiiine
3aXBOPIOBaHHSA, 110 Bpaswio 425 miuH monei, a 10 2045 p. ixHA KiAbKICTh 30UABIIMTHECS B MiBTOpa pasa. JloBemeHo, IO Iie
3aXBOPIOBAaHHS € HE3aISKHUM (HAaKTOPOM, IO CIPUYHHSIE PO3BUTOK iHCYNbTY. Konu B KpoBi 3aHaaTo Garato IyKpy, BiH HEraTHBHO
BIUIMBaE Ha apTepii Ta cyauHu. [lamientTn 3 giaGeToM OiMbII CXMIBHI O YTBOPECHHS aTEPOCKICPOTHYHUX OJSIIOK i TpoMOiB,
II0 MOXXE HPHU3BECTH N0 OJIOKaAW cepls Ta iMIeMiYyHOro iHCynbTy. HasiBHiCTH niaGery 30UIbIIy€e PU3MK IHCYJBTY H THOTipHIye
Horo mepebir. 3a pesynbrataMd DOpeMiHreMCHKOTO JOCTIPKCHHS, KUIBKICT ITOBTOPHUX BHIIAIKIB 3aXBOPIOBAHHS CEpILT
MOABOIOETECS. MeTa HOCTimKeHHsT — BHUBUMTH METOAM NPOTHO3YBAaHHA Ta KiacHugikamii po3BHTKY HaiabeTy cepexn JOIeH,
30KpeMa MamieHTiB 3 1HCYJbTOM, Ui 3amo0iraHHs iHIIMM 3axBopioBaHHAM. CrilagHicTh NpoOiieMHM MOIsrae B TOMY,
[0 HEIIarHOCTOBAaHMX BHIIAJKIB CTUIBKH K, CKUIBKH H JIarHOCTOBAaHHX, TOMY OJM3bKO IIOJIOBUHH JIIOJICH CTPaKIAlOTh
Bil XBOPOOH # CHPUYMHEHHX YCKJIAQJHEHb 4epe3 HeHane)kHe abo 3ami3Hine aiarHocTyBaHHsA. TOMy BaK/IMBa BYacHa J[iarHOCTHKA
3aXBOPIOBAHHS, SIKE BAKKO BUSBHTH, 3 METOIO 3alO0IraHHA PO3BHTKY NOAANBIIMX YCKIaTHEHb. 3aBAAHHAM CTATTi € BHUOIp
HAMKpaImoro aaropuTMy HPOTHO3YBaHHS BHHUKHEHHS 3aXBOPIOBaHHSA. Y pOOOTI BHKOPHUCTAHO Taki MeETOAM: OaraTourapoBHit
nepcenTpoH, Meroj K-HaiOIMK4MX CycimiB, JepeBo pilieHb i JorictuyHa perpecis. Ha cbhoromi [yist BUpIMIEHHS MOIIOHHX
pobJIeM MIMPOKO 3aCTOCOBYEThCS MAIIMHHE HaBuaHH:. Yrpomorxk 1950-1960-x pp. Oymu crnpobu 06’eqHATH HasBHI Ha TOW vac
MiIXOAW J0 CTBOPEHHS HEWPOHHHX MEpEeX, L0 A0 3MOry OOYHCIIOBATH KINBKICHI ONHWCH JIIOACBKOTO IHTENEKTY, a TaKOX
3amam’aTOBYBaTH, aHANI3yBaTh Ta oOpoOIaTH iH(OpMaIllilo, 10 HaraayBajlo poOOTy JFOJCHKOrO MO3KYy. MeauiMHa — oJaHA
3 OCHOBHHMX Taiy3ed, Oe pi3HOMaHITHI KiacudikaTopy Ta HEHPOMEpPEeXKHI alrOpUTMH 3 KOXXKHMM pPOKOM HaOyBaroTh
Bce Oumpmol momynspHocTi. BOHM € mpiopuTeTHMMH, 30KpeMma, i B JiarHOCTHII 3axBopioBaHb. Pe3yabTaTm: 3’sCOBaHO,
IO TOYAaTKOBMM yMOBaM BHOOpY Haikpamroi Mojerni BiINOBiJae JIOTICTUYHA perpecis. BHCHOBKH: YHACHIJOK OCHIKEHHS
00paHo ONTUMANIbHY MO/IENb ISl IPOTHO3YBaHHS PO3BUTKY 3aXBOPIOBAHHSI.

Ku1r04oBi cj10Ba: GararomapoBuii mepcenTpoH; HEHpOHHA Meperka; MPOrHO3YBaHHS; 1HCYJIBT; IlyKPOBHiA iabeT.
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