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COMPARATIVE ANALYSIS OF NEURAL NETWORK MODELS
FOR THE PROBLEM OF SPEAKER RECOGNITION

The subject matter of the article are the neural network models designed or adapted for the problem of voice analysis in the
context of the speaker identification and verification tasks. The goal of this work is to perform a comparative analysis
of relevant neural network models in order to determine the model(s) that best meet the chosen formulated criteria, — model type,
programming language of model’s implementation, parallelizing potential, binary or multiclass, accuracy and computing
complexity. Some of these criteria were chosen because of universal importance, regardless of particular application, such as accuracy
and computational complexity. Others were chosen due to the architecture and challenges of the scientific communication
system mentioned in the work that performs tasks of the speaker identification and verification. The relevance of the paper lies
in the prevalence of audio as a communication medium, which results in a wide range of practical applications of audio
intelligence in various fields of human activity (business, law, military), as well as in the necessity of enabling
and encouraging efficient environment for inward-facing audio-based scientific communication among young scientists
in order for them to accelerate their research and to acquire scientific communication skills. To achieve the goal, the following tasks
were solved: criteria for models to be judged upon were formulated based on the needs and challenges of the proposed model;
the models, designed for the problems of speaker identification and verification, according to formulated criteria were reviewed
with the results compiled into a comprehensive table; optimal models were determined in accordance with the formulated criteria.
The following neural network based models have been reviewed: SincNet, VGGVox, Jasper, TitaNet, SpeakerNet, ECAPA_TDNN.
Conclusions. For the future research and practical solution of the problem of speaker authentication it will be reasonable
to use a convolutional neural network implemented in the Python programming language, as it offers a wide variety of development
tools and libraries to utilize.

Keywords: comparative analysis; neural network; intellectual models; model; machine learning; speaker identification;
speaker recognition.

Introduction

Despite the rapid spread of the Internet at the
beginning of the 21st century and the predominantly
textual nature of the information that circulated on it at
the beginning of its development, a significant part of the
information generated, transmitted, and consumed by
humanity remained audiovisual in nature. This is due not
only to the limitations of the Internet technology at the
time, but also to the biological characteristics of humans
as a species, since most of the information we received
from the environment is visual and sound information.

Over time, this trend has not only persisted, but also
deepened with the development of technologies for
generating, transmitting, and storing information. In turn,
information processing and analysis technologies have
developed and continue to develop still. The degree of
decision-making automation continues to grow with the
use of deep learning technologies and statistical models.

Recognition and processing of signals such as
image, video, audio, and text are highly relevant areas
of research that share the need to process large amounts
of data, often followed by the application of intelligent
analysis techniques [1-3].

As mentioned above, audio information in particular
plays one of the most widespread and important
roles as it is primarily used in communication and
information sharing in all spheres of life, including
scientific communication, more specifically inward-
facing communication [4-5]. Scientific conferences,
symposiums, forums etc. are held predominantly in the
format of audio reports or discussions, accompanied
by visual material, usually presentation. However, the
accompanying visual material is largely optional, and
members’ presentations are often designed to be
listened to with all the necessary information included
in the report.

The tasks associated with processing and analyzing
audio information include the following:

— voice cloning [6];

— speaker (voice) recognition [7];

— speaker emotion recognition [8].

— speech analytics (search for keywords in
a dialog, call assessment, smart assistant, speech
annotation, subtitling, speech recognition, transcription
of lectures and meetings, etc;)

— etc.
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Reviewing the popular current tasks, two similar
tasks can be seen — speaker recognition and speech
recognition. The difference lies in the fact that during
speech recognition, the stage of transcription of speech
into text is important, while speaker recognition focuses
on analyzing the unique characteristics of speech due
to human anatomy. Both technologies first appeared
about 60 years ago but became available and effective
only with the development of machine learning and
the growth of computing power and cloud technologies.

With this information in mind, it becomes clear that
enabling and encouraging efficient environment for
inward-facing audio-based scientific communication among
young scientists is important for them to accelerate
research and acquiring scientific communication skills.

Analysis of last achievements and publications

For the matter of scientific communication, there
doesn’t exist a platform that combines the functionality
of paper sharing database as well as a communication
environment where two aspects are integrated into each
other. With the abundance of online communication
solutions, the task of audio communication has been
relegated to various external products (e.g. Zoom,
Google Meet etc.). This approach, however, is heavily
catered towards the experienced researchers who possess
the skills and know-how to navigate the vast network

1. Data accumulation
and processing mode

of diverse scientific communities and events that offer
an opportunity to communicate via publication,
presentation and discussion of their work and finding.
Meanwhile, young scientists without aforementioned
assets are rendered to work in the environment where
they are told that they must 'publish or perish’, and
training in efficient communication often relies on
a baptism of fire [4].

Such an International System of Knowledge
Exchange of young scientists (ISKE) is proposed in [9].
As shown on figure 1, the system operates in several
modes (data collection and processing mode, access mode)
and consists of modules that perform different functions,
one of which is a subsystem of social rooms for young
scientists grouped by another module by scientific
interests and research areas with the possibility of holding
conferences. These conferences involve transcription
with speaker division and subsequent annotation.
This subsystem is also used to verify users when they
log in, i.e. as an additional layer of authentication.

System analyses members’ papers and qualification
works in order to group them by areas of research
and interests using methods for determining vectorized
text proximity. This enables organization of a community
of people with certain scientific interests that in
turn encourages their further communication with
their peers and potential integration into international
research projects.

Users voice training data

A A
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profiles, groups,
Querry ete.
results

2. Data access mode
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Fig. 1. The system of knowledge exchange of young scientists

Both speaker verification and speaker identification
belong to a set of problems known as voice recognition.
There are different techniques that attempt to solve
this set of problems that can be broadly divided
into automatic and manual (Fig. 2). The latter,

.
Y

Querries results

including for example stenography, — a process of
writing in an abbreviated symbolic writing method,
called shorthand, — were used before the widespread
of information technologies, especially recent
automatic techniques, which can be divided into
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neural network based and non-neural network The paper attempts to conduct a comparative
based (for example, Support vector machines analysis of automatic neural network based techniques,
and Random forest). that manifest in various models.
Techniques
Automatic Manual
g | R
h
Neural network Non-neural Slenagraphy
based network based
SincNet 1>  VGGVox SURRaH Veiclor
machines
Jasper <> TitaNet Random forest
SpeakerNet [«>» ECAPA_TDNN

Fig. 2. Classification of voice recognition techniques

The aim of the work is to perform the comparative
analysis of neural network models in the context
of speaker identification and verification problem
according to selected criteria. To achieve this goal,
the following tasks are to be accomplished:

— to formulate criteria for models to be judged
upon;

— to review the models, designed for the problems
of speaker identification and verification, according
to formulated criteria;

— to determine corresponding model(s) in
accordance with the formulated criteria of the needed
to be solved task.

Therefore, the task of comparative analysis of neural
network models in the context of speaker identification
and verification problem is a relevant task, due to
importance of establishing an efficient and encouraging
environment for inwards-facing scientific communication
for young scientist.

Further  development includes adapting the
aforementioned models to the task of speech separation
with the consideration of their corresponding results,
that will be achieved in the summary table (Table 1).

Materials and methods

Among the tasks that the system presented in [6]
needs to perform utilizing its modules, such as text

vectorization and clustering based on topic proximity,
automatic annotation of papers and held conferences,
data security, etc. this paper puts focuses on the tasks
of speaker recognition and identification. To solve these
tasks neural network based techniques should be
utilized, that best suit certain criteria. Such criteria are
necessary to work out so that they can correspond to
the SIMD execution model due to the system's features
and challenges related to ensuring the efficient operation
of its modules.

These requirements can be satisfied by meeting
the following criteria:

— model type (CNN, RNN, etc.) or architecture it’s
based on. The type of the model often informs us about
broad and general advantages, drawbacks as well as
typical applications of the model;

— programming language of
implementation. Self-explanatory;

— parallelizing potential. Due to the proposed
models’ other tasks’ needs as well as general benefits of
parallel computation, this critetion goes hand in hand
with the previous one, beause of varying availability of
development tools acroos different programming languages;

— whether the model is binary or multiclass as it
will affect it’s use cases within the communication system;

— accuracy. Self-explamatory;

— computing complexity. Not only the system
consists of many modules each with their own task that

model’s
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require the computation capacity of the hardware that
the system will be deployed to which limits the, but
the tasks of speaker recognition are time sensitive,
which greatly limits

Below we analyze the neural network models
according to the proposed criteria.

Speaker Classification
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Fig. 3. SincNet model architecture [10, p. 2]

SincNet

The SincNet model is a model derived from
Convolutional neural network (CNN). It is based
on parametrized sinc functions, which implement
band-pass filters. In contrast to standard CNNs, t
hat learn all elements of each filter, only low and high
cutoff frequencies are directly learned from data
with such method. This offers a way to derive
a customized filter bank specifically tuned for the
desired application [10]. The architecture of the model
is presented in figure 3.

VGGVox

The VGGVox model is a deep CNN based neural
speaker embedding system, trained to map voice
spectrograms to a compact Euclidean space where
distances directly correspond to a measure of speaker
similarity. Once such a space has been produced,
other tasks such as speaker verification, clustering
and diarization can be straightforwardly implemented

using standard techniques, with embeddings proposed
in the paper as features [11-12].

TitaNet

The TitaNet model is based on the ContextNet
architecture for extracting speaker representations [13].
It functions by employing 1D depth-wise separable
convolutions with Squeeze-and-Excitation (SE) layers
with global context followed by channel attention-based
statistics pooling layer to map variable-length utterances
to a fixed-length embedding (tvector). TitaNet is
a scalable architecture designed primarily for speaker
verification and diarization tasks. The structure of the
model is presented in figure 4.

AAM Loss

Time - Channel
Separable Conv |

Bu

Prolog

Encoder

Fig. 4. TitaNet model structure [13, p. 2]

ECAPA TDNN

The ECAPA-TDNN model is comprised of
an encoder of time dilation layers that are based
on Emphasized Channel Attention, Propagation,
and Aggregation. It employs a channel and context
dependent attention mechanism, Multi-layer Feature
Aggregation (MFA), as well as Squeeze-Excitation (SE)
and residual blocks [15]. Block diagram of the
ECAPA-TDNN model is shown in figure 5.

Jasper
Jasper is an End-to-End Convolutional Neural
Acoustic Model. It consists of several jasper blocks
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with 1 pre and 3 post conv layers. A Jasper BXR model
has B blocks, each with R subblocks. Each sub-block
applies the following operations: a 1Dconv, batch norm,
ReLU, and dropout. All sub-blocks in a block have
the same number of output channels. Each block
input is connected directly into the last subblock via
a residual connection. The residual connection is
first projected through a 1x1 convolution to account

input l 80xT

ConvID + ReLU + BN (k=5, d=1)

CxT

A

SE-Res2Block (k=3, d=2)

CxT

A

SE-Res2Block (k=3, d=3)
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'
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ConvID+ ReLU (k+1, d=1)
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FC + BN

l 192x 1

AAM-Softmax

output l Sx 1

Fig. 5. Block diagram of the ECAPA-TDNN model
[15, p. 3561]

for different numbers of input and output channels,
then through a batch norm layer. The output of this batch
norm layer is added to the output of the batch norm
layer in the last sub-block. The result of this sum
is passed through the activation function and dropout
to produce the output of the current block [16].
The model architecture is shown in figure 6.
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Times
Prolog Conv-BN-ReLU 4
Stride:2 | Kernel Width = 11
Out Ch - 256
| "‘\\

Fig. 6. Jasper model architecture [16, p. 72]

i

The results of the analysis are summarized in
Table 1.

Table 1. Results of comparative analysis against selected criteria

M Programming | Model | Binaryor | Parallelization Accuracy Computational
odel name . ; 3
Language Type multiclass potential (Error rate) complexity
SincNet Python CNN Both Medium 0.32-0.96 Low
VGGVox Python ResNet | Multiclass Medium 3.93-7.35 Low
Jasper Python CNN Both High 2.98-3.46 Medium to High
TitaNet Python CNN Both High 0.68-2.97 Medium to High
SpeakerNet Python CNN Both Hight 1.22-2.29 Medium
ECAPA_TDNN Python TDNN Multiclass High 2.64-3.66 Medium
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Conclusion

In this paper, the relevance of the intelligent
audio signal analysis problem was demonstrated,
which manifests itself in tasks such as speech
recognition and speaker recognition due to the
widespread use of audio as a communication medium
and in a wide range of practical applications in various
fields of human activity.

The following criteria were proposed to evaluate
existing neural network models for solving these tasks:
the type of model or architecture on which it is based,
the programming language of the model implementation,
the parallelization potential, whether the model is binary
or multiclass, accuracy, and computational complexity.
These criteria were chosen due to the architecture and
challenges of the scientific communication system
mentioned in the work. It performs tasks of the speaker
identification and verification.
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MNOPIBHSIJIBHUI AHAJII3 HEMPOMEPEXXHUX MOJIEJIEN
JUISI PO3B’SI3AHHS 3ABJAHB PO3III3HABAHHSI CIIIKEPA

IlIpeomemom Oocnioxyncenna € HEHPOMEPEKHI MOAENI, PO3poOJIeHi ad0 amanToOBaHi A PO3B’A3aHHS HPOOJIEMH aHANi3y TOJIOCY
B KOHTEKCTI 3aBJaHb ineHTU]IKamil Ta Bepudikarii crikepa. MeTo0 podOTH € IPOBEJCHHS MOPIBHILHOTO aHAJI3y BIAMOBITHUX
HEHpPOMEpPE)KHUX MOJENeH Uil BH3HAYCHHS OJHIi€T (a00 KILTBKOX), IO sSKHAMKpalle BiAMOBiga€ TaKMM OOpPaHUM KPUTEPIsIM: THII
MO/Ielli, MOBa IporpamMyBaHHs peati3aiii MoJei, TOTeHIiaa po3napajeToBaHHs, Y1 € MOJIelb OiHapHa, YU MYJIbTHKIACOBA, TOYHICTh
Ta O0YHCIIOBaNbHA CKIAMHICTh. Jleski 3 IUX KpHUTEpiiB 0OpaHi, OCKUIBKH € YHIBEPCAIBbHO BaXXITUBHMH, HE3aJECKHHUMH Bifl TOTO
Y 1HIIOTO 3aBAaHHs, HANPHUKIAL TOYHICTH 1 OOYHMCIIOBaJbHA CKIAmHICTh. IHIN KpuTepii oOpaHi y 3B’A3KYy 3 apXiTEKTyporO Ta
HEJIONIKaMH CHCTEMH HayKOBOI KOMYHIKaIlii, [0 BUKOHY€ 3aBJaHHS ineHTH(]ikamii Ta mepeBipky clikepa. AKTyaJdbHICTh poOOTH
HoJIsirae B MOIIMPEHHI ay/io sK KOMYHIKaTHBHOTO 3aco0y, 30KpeMa HIeThCsl PO MPaKTHYHE 3aCTOCYBaHHS HOTO iHTENEKTYalbHOTO
aHaiizy B pi3HUX cdepax JIOAChKOI TisbHOCTI (Oi3Hec, mpaBo, BilicbkoBa crpaBa). KpiMm Toro, mocrae muTaHHsS Hpo HEOOXiAHICTH
CTBOpEHHS e(eKTHBHOTO CepeJOBHINA BHYTPILIHbOI HAYKOBOI KOMYHiKallii Ha OCHOBI ayJio cepel MOJOAMX Y4YEHHX, IO JacTh IM
3MOTY HPUCKOPUTH CBOi JOCTIKEHHs i HaOyTH HaBUUOK HAyKOBOTO CHUIKyBaHHS. J{JIsl JOCSTHEHHS METH B POOOTI PO3B’si3aHi Taki
3aBIaHHs: cOpMyITBOBaHO KpHTepil Ul OLIHIOBAaHMX MOJENeH 3 OrIy Ha KOHKpEeTHI moTpeOu il 3aBIaHHA; 332 NEBHUMH
KPHUTEPIAMHU JOCIiIKEHO MOJENi, po3poOiieHi A 3aBaanb iqeHTudikamii Ta Bepudikamii crikepa. Pe3yabTaTu: po3risHyTO MOAETL
SincNet, VGGVox, Jasper, TitaNet, SpeakerNet, ECAPA_TDNN; pe3yibTaTd JOCTIPKEHHS HEHPOMEPEKHHX MOJENeH 3BE/ICHO
B 3arajbHy TaONWII0; BU3HAYCHO ONTHUMAJBbHI MOJENI BIAMOBIZHO MO copMyIboBaHHX KpuUTepiiB. BHCHOBKH: i MalOyTHIX
JIOCH/DKEHb 1 MPAKTHYHOTO pO3B’si3aHHA npoOieMH aBTeHTH(ikamii Crmikepa JOLUIBHO BHKOPHCTOBYBaTH —3TOPTKOBY
HEHpPOHHY MEpEeKy, pealli3oBaHy MOBOK TNporpamyBaHHs Python, ockiabkud BOHa MpPONOHYe IIHMPOKUi BHOIp iHCTpYyMEHTIB
po3pobieHHs Ta 610mioTeK.

KoarouoBi cjoBa: mOpiBHIBHMH aHaNi3; HEHpOHHAa MepeXa; IHTENeKTyaJbHI MOJeli; MOJelb, MAalllHHEe HaBYaHHS;
IICHTU(HKALIS CITIKepa; pO3ITi3HaBaHHS CITiKepa.
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