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JUSTIFYING THE SELECTION
OF A NEURAL NETWORK LINGUISTIC CLASSIFIER

The subject matter of this article revolves around the exploration of neural network architectures to enhance the accuracy
of text classification, particularly within the realm of natural language processing. The significance of text classification has grown
notably in recent years due to its pivotal role in various applications like sentiment analysis, content filtering, and information
categorization. Given the escalating demand for precision and efficiency in text classification methods, the evaluation and comparison
of diverse neural network models become imperative to determine optimal strategies. The goal of this study is to address
the challenges and opportunities inherent in text classification while shedding light on the comparative performance
of two well-established neural network architectures: Long Short-Term Memory (LSTM) and Convolutional Neural Network (CNN).
To achieve the goal, the following tasks were solved: a comprehensive analysis of these neural network models was performed,
considering several key aspects. These aspects include classification accuracy, training and prediction time, model size,
data distribution, and overall ease of use. By systematically assessing these attributes, this study aims to provide valuable
information about the strengths and weaknesses of each model and enable researchers and practitioners to make informed decisions
when selecting a neural network classifier for text classification tasks. The following methods used are a comprehensive analysis
of neural network models, assessment of classification accuracy, training and prediction time, model size, and data distribution.
The following results were obtained: The LSTM model demonstrated superior classification accuracy across all three training
sample sizes when compared to CNN. This highlights LSTM's ability to effectively adapt to diverse data types and consistently
maintain high accuracy, even with substantial data volumes. Furthermore, the study revealed that computing power significantly
influences model performance, emphasizing the need to consider available resources when selecting a model. Conclusions. Based on
the study's findings, the Long Short-Term Memory (LSTM) model emerged as the preferred choice for text data classification.
Its adeptness in handling sequential data, recognizing long-term dependencies, and consistently delivering high accuracy positions
it as a robust solution for text analysis across various domains. The decision is supported by the model's swift training and prediction
speed and its compact size, making it a suitable candidate for practical implementation.
Keywords: text classification; neural networks; LSTM; CNN; classification accuracy; model comparison; sequential data.

Introduction

Language
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Text classification is an important task in today's

information society, as it allows you to automatically Social Media Spam

. . B Moderation —- Detection
process and classify large amounts of textual information.
This is especially true in the digital revolution, when the _ _
amount of text data is constantly growing, and with
it the need for efficient methods of analysing and News i};::isﬁ'zfat;g; Intent
disseminating information. Text classification is widely Categorization application Recogaition
used in many areas of life, such as medicine, finance, - -
marketing, social media, Internet search, and many =
others, as shown in Figure 1. For example, text Medical sentiment
classification in medicine can help to automatically Diagnosis Analysis
determine diagnoses based on patient Symptoms B Financil B

Analysis

or filter out malicious content on social media [1].

Text classification plays an important role in the
field of natural language processing (NLP) and is central
to other NLP tasks. Text classification helps to determine
whether texts belong to certain categories or topics
or solve other problems related to the distribution
of textual information [2].

Fig. 1. Areas of text classification task application

For text classification, various tools are used to

achieve a high
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in this task,
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often combining existing methods that have proven
themselves [3]. First of all, rules and heuristic methods
based on predefined rules and expert knowledge are used.
These methods are especially effective when the data
structure is simple and the relationships between
categories are already known. Machine learning methods
are also used for classification. With machine learning,
you can create models that automatically recognize
patterns in text data and perform classification based on
a set of training data. In this field, methods such
as Naive Bayes, Support Vector Machine (SVM) [4],
Decision Trees, and others are widely used.

Neural networks are a special kind of machine
learning methods inspired by the structure of the brain's
neural network. Neural network models show impressive
results and advantages over traditional methods shown
in Figure 2, such as Naive Bayes, Support Vector
Machine (SVM), Decision Trees, and others, as they
allow to automatically detect internal patterns in text data
and classify with high accuracy, as shown in [5].
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Fig. 2. Generalized analysis of the problem area

When solving text classification tasks, it is
important to choose a neural network model that best
suits the specifics of the task and the needs of the
research. Choosing the best model requires a careful
comparison of different architectures and their
characteristics to ensure optimal performance and
accuracy. To select the best model, a comparative
analysis of various model characteristics is necessary.

For this analysis, we have selected the following key
characteristics: classification accuracy, learning rate,
prediction rate, model size, data dissemination, and
overall ease of use. In the following, we report on the
comparison of these models based on these characteristics
to find out their effectiveness and suitability for use
in different text classification scenarios.

Analysis of last achievements and publications

Work [6] shows that an important role in improving
classification efficiency is played by the use of Word
Embedding, which allows words to be converted into
vectors of numbers with small sizes while preserving the
semantic connections between them. This enables neural
networks to work with both text and numeric data,
allowing for higher classification accuracy and reduced
computing costs. In addition, in recent years, new
and more powerful methods have emerged, such as
Contextual Embedding, which allow for more accurate
capture of the semantic context of words and sentences.
As an extension of Word Embedding, Contextual
Embedding takes into account the context of each word
in the text and thus allows for a deeper understanding
of textual information using neural networks. These
trends in the use of Word Embedding and Contextual
Embedding in neural network models have become
an important means of improving text classification
results (Table 1).

In addition, some studies emphasize the importance
of achieving state-of-the-art results in text classification
tasks. A high level of accuracy in text classification
can be achieved by using pre-training and fine-tuning
models. Such approaches are becoming more and more
relevant, which increases the variety of applications and
the development of text classification for various tasks.

In our study, we will focus on analyzing and
comparing different approaches using neural networks
for text classification, in particular, we will compare
the performance of models using traditional Word
Embedding [7] and modern Contextual Embedding [8-9].
Such an analysis will allow us to better understand
current trends in this field and identify the most
promising areas of research in text classification using
neural networks.

Comparison of neural network models for text
classification is a critical task that allows us to determine
the most efficient and accurate approaches to specific
tasks. It is especially interesting to compare models based
on Contextual Embedding and static Word Embedding.
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Such a comparison will show the pros and cons of
different approaches to text vectorization and emphasize
the importance of taking context into account when
analyzing text data. A comparative study of neural
network models for text classification has several
advantages. It allows us to determine which models are
more effective for different types of text data, which
can improve the quality of classification and the accuracy
of the results. Knowing the advantages and limitations
of different models also helps to choose the best
classifier for a particular text -classification task.

Table 1. Ways to improve text classification accuracy

However, performing a neural network comparison
can cause certain problems. For example, it may require
significant computing resources and time, as such models
usually have a large number of parameters. It is also
important to choose the right metrics to evaluate the
results and avoid training the models repeatedly on the
same dataset. Taking all these factors into account,
studying the comparison of neural network models
for text classification remains an interesting and
important task that contributes to the development
and improvement of this field.

Strategy

Description

Contextual vectors

Using contextual word vectors such as BERT, GPT, or ELMO to capture context

Model selection

Selecting a suitable classification model, such as Naive Bayes, SVM, LSTM, CNN, etc.

Tuning of hyperparameters

Adjusting hyperparameters to optimize the performance of the selected model

Data augmentation

Generating synthetic data to expand the training set and improve model generalization

Ensemble approach

Combining forecasts from several models to improve overall accuracy

Transfer of learning

Use of pre-trained models and their fine-tuning for a specific classification task

Cross-validation

Evaluating model performance using methods that take into account multiple trials for accuracy

Textpreprocessing character processing

Text cleaning and normalization, redundant word removal, stemming, and special

One of the first known successful applications of
neural networks for text classification was based on the
Convolutional Neural Network (CNN) architecture.
The CNN model [10-11] has been successfully applied to
image analysis, but has also proven to be effective in
processing text data. Using CNNs and Word Embedding,
which transform words into numerical vectors [12-14],
impressive results have been achieved in text
classification tasks, in particular in determining the tone
of the text. However, recent trends indicate that there
are more powerful and flexible approaches to text
classification, including Contextual Embedding. Models
such as Transformer, BERT, or GPT are very popular in
the world of applied machine learning because they can
analyze texts in context, taking into account the semantic
relationships between words and sentences.

As a first step, we empirically compare the
performance of contextual embeddings with classical
embeddings such as word2vec [15] and GloVe [16].
Contextual Embedding is a type of Word Embedding in
which the vector values take into account the context in
which the words appear in the text. This gives you a more
accurate representation of the word depending on the
context. Context-aware neural network models, such as
BERT (Bidirectional Encoder Representations from
Transformers) and GPT (Generative Pre-trained

Transformer), can achieve high results in various
classification tasks. On the other hand, static Word
Embeddings [2], such as Word2Vec and GloVe, assign
a fixed vector to each word that is independent of context.
These models work well for many tasks, but do not take
into account semantic dependencies between words
in a sentence, which can lead to less accurate text
classification results.

For this reason, we analyze the impact of using
Contextual Embedding on text classification accuracy.
Using this analysis, we can evaluate how effective
Contextual Embeddings are compared to traditional static
Word Embeddings in various classification scenarios.
They check whether contextual vector representations
provide better results and more accurate classification,
especially in complex and diverse text data analysis
scenarios. This approach allows us to understand which
word vectorization methods are more effective for
different types of textual information and helps to draw
conclusions about the advantages and limitations of each
approach in text classification tasks.

The purpose of this study is to conduct
a comparative analysis of two important neural network
architectures — Long Short-Term Memory (LSTM) and
Convolutional Neural Network (CNN) — to provide
recommendations for the selection of a neural network
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linguistic classifier. The study includes an analysis of
various aspects of both models, including classification
accuracy, training and prediction time, and model size,
taking into account three different training sample sizes.
For applications in areas such as news and content
classification, reviews and testimonials classification,
social media analysis, and others.

To achieve this goal, the following key tasks must
be solved, which are discussed in detail in this study:

— analysis of the problem area and justification
of the relevance of the topic;

— comparative analysis of existing text corpora;

— formulation of criteria and requirements for neural
network classifiers;

— performing experimental studies on samples of
different sizes to compare the training and prediction
time, prediction accuracy, and model size when using
LSTM and CNN neural network models as a classifier;

Table 2. Text bodies for text classification in NLP tasks

— analysis of the obtained results;
— justification for choosing the most effective model.

Materials and methods

There are many different corpora for training text
classification models that have become an important
resource for research and applications in the field of
natural language processing [17, 18]. These corpora
represent different types of text data from different
sources and cover a wide range of topics. To ensure
a successful comparison of neural network models for
text classification, it is important to carefully select
an appropriate corpus that meets the research goals and
task characteristics. The most popular cases include the
ones listed in Table 2: IMDB corpus, Reuters news
corpus, PubMed scientific article corpus, Twitter
sentiment analysis corpus.

Ne Corpus

Description

Classification task

1| IMDB corpus and negative categories

Contains movie reviews from IMDB, divided into positive

Binary text classification
(positive/negative reviews)

2 | Reuters news corpus

Contains news articles organized by topic

Categorical classification of texts

PubMed scientific

articles corpus categorized by topic or importance

Contains scientific articles from medical sources

Categorical text classification

Twitter sentiment
analysis corpus

(positive, negative, or neutral)

Contains Twitter messages categorized by sentiment

Sentiment classification in
short texts

Given the complexity of the text classification task
and the desire to perform a qualitative comparison of
neural network models, it was important to choose
a suitable corpus for training the models. The most
convenient and suitable corpus for our research purposes
was the IMDB corpus.

The reasons for choosing the IMDB corpus are its
diversity, accessibility, and representativeness. Due to the
large amount of data, IMDB can provide a sufficient
number of examples for training and testing models,
which is important for reliable comparison of their
performance. In addition, IMDB contains textual reviews
with emotional coloring, which is an important feature for
solving the binary classification task. Another important
advantage of IMDB is its accessibility, which allows
researchers from all over the world to use this corpus for
their studies. This contributes to the wide applicability of
the results and the possibility of comparison with other
scientific studies. In addition, the variety of text lengths
in the IMDB corpus allows testing the ability of models
to work with sequences of varying complexity and length,

which is crucial for realistic analysis of neural network
performance on a variety of input data.

The results of the comparison of neural network
models for text classification find application in many
promising areas and tasks, such as:

1. Sentiment analysis of product and service
reviews — this will help companies understand
customer satisfaction, identify problem areas, and
improve their products.

2. Content classification in web services — this will
help organizations and platforms automatically filter
content to ensure safety and a positive user experience.

3. Emotion analysis in social media — this will
help to understand the reaction to news, events
and publications, which is important for advertisers
and marketers.

4. Monitoring brands and companies to track and
analyze public opinion, helping managers respond to
changes in the perception of goods and services.

Analyzing the accuracy and effectiveness of
different approaches is an important step to better
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understand the potential advantages and limitations of
contextual embedding compared to traditional methods.
This data can serve as an important guide in choosing
the optimal model for specific text classification tasks.
The goal of our research is to improve the quality
and accuracy of classification results and to contribute
to the development and implementation of new methods
in this field.

Choosing the right neural network architecture is
an important step in solving the text classification
problem. The appropriate architecture can affect the
efficiency and accuracy of the model in the text
classification task from different  perspectives.

The architecture of a neural network determines how it
solves the problem of analyzing text data. Different
architectures may have different approaches to pattern
recognition, word dependency detection, and interpretation
of textual information. The right architecture can help
solve specific problems in the text classification task and
provide more accurate and reliable results. In this study,
we chose two popular models for comparative analysis:
Convolutional Neural Network (CNN) and Long
Short-Term Memory (LSTM), because these networks
represent two different approaches to analyzing text data
and have their own features that can be useful for
different types of texts and classification tasks (Table 3).

Table 3. Comparative analysis of LSTM and CNN models for text classification

Characteristics LSTM Model

CNN Model

Basic architecture

Recurrent neural network with LSTM layer

Convolutional neural network with ConvlD
layers

Typical tasks Analysis of sequential data, text data

Analysis of sequential data, images

Features

Takes into account the context of word dependencies

Detects local patterns in data

Learning algorithms

Backward error propagation, Adam optimizer

Back propagation of error, Adam optimizer

Activation functions Tanh, Sigmoid

ReLU

Memory usage

Uses short-term and long-term memory

Does not use memory

Application

Sequential text analysis, language translation

Image, video analysis

Implementation libraries TensorFlow, Keras

TensorFlow, Keras

The CNN model is unique and specialized for
recognizing patterns in images, but it can also be
successfully used to process text data, where it recognizes
local dependencies and important features of the textual
context. On the other hand, the LSTM model is a part of
recurrent neural networks and has the ability to store and
use information from previous steps, which allows it to
work efficiently with sequential data, especially text
sequences, and take into account the context in texts.

In order to make the right choice of a neural network
linguistic model for classifying input texts in future studies,
this section presents the results of a comparative analysis of
the selected models according to the following criteria:
classification accuracy, training speed, prediction speed,
model size, data distribution, and overall usability.

Accuracy is an important indicator for determining
the performance of classification models. This characteristic
measures the proportion of correct predictions made by
the model out of the total number of predictions.
In our experiment, accuracy allows us to understand
how accurately the selected models identify positive
and negative reviews.

Learning and prediction times are important aspects
when implementing neural models. The learning rate

indicates the time it takes for the model to adapt to the
data during training. It can affect the overall training time
of the model. Prediction speed indicates the time it
takes for the model to predict new input data. In our
study, we measure these parameters for each architecture
and sample size to understand which model can be more
efficient in terms of computational complexity.

Model size reflects the number of parameters used
to hold information in the model. In our experiment,
we can use this metric to understand which architecture
has more parameters to store information. A large model
size can affect memory and computation requirements.

By comparing two models based on data
distribution characteristics, we evaluate how well each
model adapts to different types of data. Possible changes
in the distribution can affect the training results, as
certain models may be more sensitive to changes in the
data distribution. In our experiment, this metric is used
to understand how well each model is able to generalize
the knowledge gained during training to new and
unknown data. It is important to keep in mind that
real-world data that a model encounters in solving
practical problems may contain variations and diversity.
Thus, the importance of adapting to different data
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distributions emphasizes the need to choose a model that
demonstrates stable and reliable performance even under
variable input conditions.

The importance of evaluation parameters and
metrics lies in their ability to provide an objective and
complete assessment of model performance. The accuracy
rating helps to understand which of the architectures
is better at solving the classification task. Measuring
training and prediction time gives us an idea of how fast
the models work in real time. Model size is important
in practical applications where computing resources
may be limited.

In addition, the experiment investigated the effect
of the training set size on the time to obtain the
result, namely

e Small Training Set. In this case, lower-level
computing resources were used, which are characterized
by limited capacity and processing of a limited amount
of data;

e Medium Training Set. For this category, medium
computing resources were used, which allowed working
with a larger amount of data and provided higher
computing power;

e Large Training Set. To ensure the efficiency of
calculations, powerful computing resources were used
in this case, which allowed us to process large amounts
of data quickly and efficiently.

By analyzing the experimental results and
considering the impact of the computing base on the
performance of models for different training set sizes,
we can understand the importance of the role of
computing resources in determining the efficiency of
neural networks under different operating conditions.

The results allow us to better understand how computing
resources affect key model characteristics, such as
training time, prediction time, and classification accuracy.
This analysis helps to select the most efficient models
for specific work scenarios. For example, for tasks with
limited computational resources, it may be important
to favor models that perform best under constrained
conditions. On the other hand, if there is a lot of
computing power available, it may make sense to use
more sophisticated models with higher accuracy and
the ability to adapt to different types of data.

In the Results section, we present detailed results
obtained during the experiments with LSTM and CNN
text classification models. The experiments were
conducted with three different sizes of training samples:
small (1000 samples), medium (10000 samples), and
large (50.000 samples). Table 4 shows the results
of the comparative analysis of two models — Long Short-
Term Memory (LSTM) and Convolutional Neural
Network (CNN) — for different training set sizes.

Research results

All models presented in Table 4 were trained on the
same hardware computing platform with the same
characteristics. This ensured an adequate comparison of
model performance, as the possibility of hardware
differences affecting the results was excluded.
In addition, the same input data was used for
all experiments. The dataset was divided into training
and test sets, ensuring an even distribution of classes
in each set. This helped to avoid bias in the results
due to class imbalance.

Table 4. Results of comparative analysis of LSTM and CNN models on different sizes of training samples

Model/Sample size Training time Prediction time Training Accuracy Model size
(sec) per sample (sec) accuracy on test data (parameters)
LSTM Small Training Set 144.22 0.00173 0.8860 0.7288 689.473
CNN Small Training Set 143.05 0.00140 0.7500 0.5002 804.225
LSTM Medium Training Set 272.19 0.00171 0.9346 0.8377 689.473
CNN Medium Training Set 188.91 0.00139 0.9877 0.8422 804.225
LSTM Big Training Set 483.21 0.00173 0.9489 0.8705 689.473
CNN Big Training Set 443.11 0.00099 0.9848 0.8652 804.225

The data preprocessing methods shown in Figure 3
were also identical for both models. This allowed us
to create a common initial context for all models and
compare their performance under the same conditions.
This approach to conducting experiments helped to
avoid biases when comparing different models and

ensured objectivity in choosing the most effective
neural network classifier.

The table shows the metrics such as training
time, inference time on a single sample, training
accuracy, testing accuracy, and model size for each
of the training sample sizes. These results help us
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to better understand how different models respond
to different conditions and data sizes, which may
indicate their effectiveness and suitability for specific

text classification tasks.
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To better understand the results of the study and
comparative analysis of LSTM and CNN models in
the context of text classification, we present Figure 4,
which illustrates the key indicators of each model.
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The graphs allow you to quickly evaluate the
performance of each model based on various aspects
such as training time, prediction time, and classification
accuracy. The graphs show results for three training
sample sizes: small, medium, and large. Each graph
shows the training time and classification accuracy
for LSTM and CNN models on their respective training
sets. This approach allows you to compare the
performance of both models depending on the size
of the training set and the computing base.

The analysis of experimental results provides
an understanding of the performance and properties
of LSTM and CNN models in the context of text
classification. It is important to note that the LSTM
model demonstrates competitive accuracy at different
training set sizes, which indicates its ability to analyze
long-term dependencies in text data. On the other
hand, the CNN model shows improved performance
as the training set size increases, indicating its
effectiveness in recognizing local features and patterns.
In addition, different training and prediction times
provide insight into the computational efficiency of
each model. In general, the CNN model shows faster
training times, especially with large training samples.
On the other hand, the LSTM model shows stable
performance with different training sample sizes.
In terms of model size, both LSTM and CNN have the
same number of parameters regardless of the training
sample size. This aspect emphasizes their scalability
for different amounts of data.

Conclusions

Given the results of our study, we chose the Long
Short-Term  Memory (LSTM) model for further
experiments in text classification. This decision is
based on several important factors that confirm the
advantages of LSTM in this context:

1. LSTM is a recurrent neural network specially
designed to work with sequential data such as text.
This allows it to recognize complex relationships and
dependencies between words in a text, which is crucial
for accurate classification.

2. One of the key advantages of LSTM is its
ability to identify long-term dependencies in sequential
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OBIPYHTYBAHHS BUBOPY
HEMPOMEPEKHOT' O JIHI'BICTUYHOI'O KJIACHU®IKATOPA

IIpeamerom cTaTTi € [OCHIDKEHHA apXiTeKTypd HEHPOHHHMX MeEpeX [UId MiABUIIEHHS TOYHOCTI Kiacupikamii TeKcry,
30kpeMa y cepi o6pobneHHs nmpupoaHoi MOBH. 3HaueHHs Kiacu(ikamii TEKCTY MOMITHO 3pOCIIO B OCTAaHHI POKH, LIO MOB’s3aHO
3 i KJIIOYOBOIO POJUIIO B Pi3HMX IpOrpamax, 30KpeMa aHalli3 HajJallTyBaHb, (inbTpamis BMICTy Ta Kareropusauis iHdopmarii.
3 ormsny Ha 3pOCTaHHS IONMUTY Ha TOYHICTh Ta €(EKTHBHICTH METOHIB Kiacudikamii TEKCTy, OLIHIOBAaHHS Ta IOPIBHSIHHSI
pI3HOMaHITHMX  MoJeJeldl HEHpPOHHMX MepeX CTaloTh OO0OB’S3KOBUMH Ui  BU3HAUCHHS  ONTHMAJIBHUX  CTparteriil.
Mertoro nocaigKkeHHs € TOPIBHSUIBHUM aHAJ3 JBOX BaXXKIMBUX apXiTEKTyp HEHPOHHHX MEpeX — JOBrOCTPOKOBOI KOPOTKOYACHOT
nam’siti (LSTM) ta 3roptkoBoi HeitporHoi mepexi (CNN) — mis dhopMyBaHHS peKOMEHIALil IIOA0 BUOOPY HEHPOMEPEKHOro
JMHrBiCTHYHOTO KiacudikaTopa. [msg mocsarHeHHS MeTH OyinH pO3B’si3aHI Taki 3aBAAHHSA: TIPOAHATI30BaHO MpOoOIEMHL
chepu, 30KpeMa OOTPYHTYBAaHHS aKTYalbHOCTI TEMH, IOPIBHSAHHS HAasBHUX TEKCTOBHX KOPITyCiB; chopMOBaHO KpHTepii
Ta BHUMOTH JO pOOOTH HEHpOMEpeKHHUX Kiacu(ikaTopiB; MPOBEICHO MOCTIHKEHHS Ha BHOIpKax pI3HUX pPO3MIpIB 3 METOIO
MOPIBHAHHSA 4Yacy HaBYaHHA Ta IHependadeHHs, TOYHOCTI mepenbaueHHs B Mpoleci BUKOPHCTAHHA HEHPOMEpPEKHUX
mozeneit LSTM i CNN sk knacudikaropa; mpoaHanizoBaHo 3400yTi pe3ynbTaTi; 0OIpyHTOBaHO BHOip HalleeKTHBHIIIOI MOJETI.
OIiHIOBaHHS TaKUX IIApaMeTpiB, SK TOYHICTh KiacHikaiii, yac HaBYAHHS Ta MPOTHO3YBAHHSA, PO3MIP MOJEIi, PO3MOILT
iH(popMalil Ta IPOCTOTa BUKOPHCTAHHS, HaJa€e OOIPyHTOBAaHI MOKA3HUKH INPO TepeBard i HEJONIKM KOXKHOI MOAENi Ta Jae 3MOry
JOCITIZIHMKAM 1 MpaKTHKaM NpUEMAaTH PillIeHHs 1100 BUOOPY HEHPOMEPEk HOTro JIHIBICTUYHOrO KilacudikaTtopa. 3acTOCOBAHO Taki
METOAM: ToliepeHe O0OpoOIeHHsT TEeKCTOBOI iH(popManii (METOOM TOKEHi3allil, BWJIYYEHHS CTOI-CIiB), BEKTOPHU3ALis TEKCTY,
HEWPOMEpEe)KHI METOIM aHali3y BXIJHUX MJaHHWX, CTAaTHCTHYHI Meronu. 3m00yTo KOHKpeTHI pe3yiabraTtH. Mognens LSTM
MPOJIEMOHCTPYyBaa BUIIY TOYHICTH KiIacH@ikamil a1 BCiX TPhOX po3MipiB HaBwanbHO! BHOipkH mopiBHsHO 3 CNN. Ile moBomuts
3natHicTh LSTM edektuBHO amanTyBaTHCs 10 pi3HHX THIIB iH(opMamii Ta cTaGLIEHO MiATPUMYBATH BHCOKY TOYHICTH, HAaBITh
i3 BenWKMMH oOcsraMH maHuX. KpiM TOro, HOCHiDKEeHHS MOKa3ajao, IO OOYMCIIOBAJbHA MOTY)XHICTh 3HAYHO BIUTHBAE
Ha TPOJAYKTUBHICTH MOZAETI Ta HEOOXiIHO BPaxOBYBAaTH AOCTYIHI pecypcd y BHOOPI Mozeni. BucHoBKH. 3 orisigy Ha pe3yibTaTH
nocnimpkenas LSTM-mozens Bu3HaHa KpaiguM BuOopom uisi kKiacuikarii TexcroBoi inpopmarii. BrpaBHicTs 3a3HaueHol Mopeni
B 00OpoOJIEHHI TOCIIZJOBHUX OaHWX, PO3IMi3HABAaHHI JOBrOCTPOKOBHX 3AJIEXKHOCTEH 1 cTabiIbHOMY 3a0e3MedYeHHI BUCOKOI TOYHOCTI
no3uLioHye ii sk HajiiliHe pilIeHHs U aHaji3y TeKcTy B pi3HuX cdepax. llIBuake HaBuaHHS, e(pEKTHBHICTH MPOTHO3YBaHHSI
Ta KOMIIAKTHHH po3Mip MoJesi poOusiTh 11 PUAATHOIO ISl TPAKTHYHOTO 3aCTOCYBAHHS.

Kuarwuosi ciaoBa: knacudikaiis Tekcty; HeliponHi mepexi; LSTM; CNN; TounicTh knacugikaliii; MOpPIBHSHHS MOJEICH;

ITOCJIiIOBHI JaHi.
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