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ENHANCING ASPECT-BASED FINANCIAL SENTIMENT ANALYSIS
THROUGH CONTRASTIVE LEARNING

The subject of research in the article explores the specialized application of Aspect-Based Financial Sentiment Analysis
(ABFSA), focusing on the intricate and multifaceted emotional landscape of financial textual data. The study extends the current
understanding of sentiment analysis by addressing its limitations and opportunities within a financial context. The purpose of the
work is to advance the field of Aspect-Based Financial Sentiment Analysis by developing a more nuanced and effective methodology
for analyzing sentiments in financial news. Additionally, the study aims to assess the efficacy of recent advancements in Natural
Language Processing (NLP) and machine learning for enhancing ABFSA models. The article deals with the following tasks: Firstly,
the study focuses on the rigorous pre-processing of the SEntFiN dataset to make it more amenable to advanced machine
learning techniques, specifically contrastive learning methodologies. Secondly, it aims to architect a unified model that integrates
state-of-the-art machine learning techniques, including DeBERTa v3, C°L contrast learning, and LoRa fine-tuning. Lastly, the
research critically evaluates the proposed model's performance metrics across the test dataset and compares them with existing
methodologies. The following methods are used: Firstly, the study employs pre-processing techniques tailored for the SEntFiN
dataset, which is explicitly designed for entity-sensitive sentiment analysis in financial news. Secondly, it utilizes advanced machine
learning techniques such as DeBERTa v3 for language model pre-training, C?L contrast learning for focusing on causal
relationships, and LoRa for fine-tuning large language models. Lastly, performance evaluation methods are used to assess the efficacy
of the proposed model, including comparisons with existing methodologies in the field. The following results were obtained:
The study reveals that the proposed pre-processing framework successfully accommodates the variable number of entities present in
financial news, thereby improving the granularity of sentiment classification. Furthermore, the integration of advanced NLP and
machine learning techniques significantly enhances the accuracy and efficiency of ABFSA models. Conclusions: The paper
concludes that specialized ABFSA methodologies, when augmented with advanced NLP techniques and a robust pre-processing
framework, can offer a more nuanced and accurate representation of sentiment in financial narratives. The study lays the groundwork
for future research in this nascent yet crucial interdisciplinary field, providing actionable insights for stakeholders ranging from
investors to financial analysts.
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Introduction analysis in financial contexts. This lays the groundwork

for a study of Aspect-based Financial Sentiment Analysis.

Sentiment analysis, a traditional subfield of Natural
Language Processing (NLP), focuses on identifying
and quantifying the affective and subjective nuances
present in textual data. While its applications encompass
diverse fields such as social media analytics, consumer
feedback assessment, and political opinion mining,
the financial sector is a particularly intriguing but
underexplored domain.

Economic indices, corporate performance metrics,
and geopolitical developments, among others, contribute
to the inherent complexity of the financial markets.
In the midst of these complexities, human emotion
has come to be recognized as a crucial, albeit volatile,
factor capable of influencing market dynamics.
As a result, market participants such as investors, traders,
and financial analysts are increasingly turning to
guantitative methodologies to evaluate market sentiment,
highlighting the importance of automated sentiment

Historically, the financial sector has relied mainly
on human expertise for the interpretation of various
informational sources, ranging from reports and corporate
releases to social media discourse, in order to forecast
market trends. Although valuable, this method is labor-
intensive and susceptible to cognitive biases. Advanced
computational methods, particularly those based on
natural language processing, offer an attractive
alternative. These algorithms provide benefits in terms
of speed and scalability, and they also mitigate human
error to some extent. In spite of this, the diverse and
complex nature of financial textual data, which includes
news reports, trading summaries, and opinionated articles,
among others, presents specific challenges that generic
sentiment analysis models are frequently incapable
of addressing. This circumstance necessitates the
development of sentiment analysis methodologies that are
tailored to the specific needs of the financial industry.
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In order to navigate the application of sentiment
analysis to financial text, "aspect-based" scrutiny is
required. Traditional models for sentiment analysis typically
divide textual data into broad affective categories, such as
positive, negative, or neutral. Nevertheless, Aspect-Based
Sentiment Analysis (ABSA) provides a more nuanced
perspective by identifying sentiments associated with
distinct entities or aspects of the text. For instance,
a financial news article may simultaneously report the
rapid growth of a technology company (a positive
sentiment aspect) and upcoming regulatory challenges
(a negative sentiment aspect). In such a situation,
a conventional sentiment analysis algorithm might fail to
capture this contradictory sentiment landscape, whereas
an ABSA model would provide a segmented and
multidimensional emotional profile.

The present study is motivated by both the latent
potential of ABSA and the existing methodological
limitations when operating in a financial environment.
While general research on sentiment analysis has been
exhaustive, its application to financial news and market
dynamics is still in its infancy. Modern models frequently
fail to comprehend the nuanced and diverse emotions
embedded in financial narratives. This deficiency is
primarily attributable to two limitations: the lack of
specialized training datasets for financial sentiment
analysis and the inadequacy of current NLP techniques
for deciphering complex entity relationships.

The SEntFiN dataset [4] arises as a crucial asset in
this context. Specifically designed for entity-sensitive
sentiment analysis in the realm of financial news, this
dataset is an indispensable resource for the development
and evaluation of algorithms specifically tuned for the
finance industry. The SEntFiN dataset is not, however,
devoid of its own set of complexities. The variable
number of entities featured in financial news headlines
presents a significant difficulty, which complicates
the algorithmic task of sentiment classification.

In addition, the advent of recent innovations in
machine learning and Natural Language Processing
(NLP) namely, the DeBERTa v3 model [3], C’L
contrast learning [2], and LoRa fine-tuning [1] — ushers
in novel paradigms for executing Aspect-Based
Sentiment Analysis (ABSA). Each of these technological
advancements contributes distinct capabilities to the
analytical toolkit. For instance, DeBERTa v3 enhances
language model pre-training through its gradient-disjoint
embedding sharing. C*L contrast learning, on the other
hand, augments text classification by focusing on causal

relationships. LoRa contributes by fine-tuning large
language models to be more amenable to specialized
tasks like ABSA. The synergistic amalgamation of these
advanced techniques holds promise for considerably
elevating the efficacy of ABSA models within the
financial sphere.

Analysis of last achievements and publications

Historically, the finance sector has primarily been
the arena of quantitative data analysis, with an emphasis
on numerical indicators such as stock prices, trade
volumes, and economic indices. Nonetheless, the
burgeoning awareness that market dynamics are also
significantly influenced by human sentiment has led to
the emergence of a specialized field: financial sentiment
analysis. One of the seminal contributions in this arena
was made by Tetlock in 2007, who demonstrated the
considerable impact of media content on market
fluctuations. This groundbreaking work underscored the
necessity for automated sentiment analysis methodologies
within the financial sector. Additionally, influential
research by Antweiler and Frank in 2004 probed the
ramifications of user-generated content in online forums
and message boards on stock market volatility.
Their findings corroborated the hypothesis that textual
data could offer complementary insights beyond what
is conveyed by numerical indicators alone, thereby
reinforcing the critical role of sentiment analysis in
financial decision-making processes.

Financial Sentiment Analysis

Within the domain of sentiment analysis, the niche
focus on financial texts has evolved into a distinct
sub-discipline termed financial sentiment analysis.
A diverse array of methodological paradigms has been
advanced in scholarly literature to address this domain's
unique complexities. Among these, FINBERT [8]
occupies a pivotal position, having been tailored around
the BERT architecture. This model undergoes
pre-training on a substantial corpus of financial text and
is further fine-tuned to excel in financial sentiment
analysis tasks. It has consistently yielded state-of-the-art
results across multiple evaluative benchmarks.

Complementing the capabilities of FIinBERT is
FinBERT-MRC [9], designed for financial named
entity recognition. It leverages the BERT architecture
within the milieu of machine reading comprehension.
Empirical assessments corroborate that FInBERT-MRC
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outperforms its antecedents in the accuracy of financial
named entity recognition tasks. A more recent
contribution to this evolving field is MFIinBERT [11],
a multilingual pre-trained language model. MFIinBERT
is calibrated on a voluminous multilingual corpus
of financial text and has registered state-of-the-art
achievements across a gamut of financial tasks, including
but not limited to sentiment analysis.

Another innovative direction in financial sentiment
analysis is instruction-based fine-tuning, as exemplified
by Zhang et al.'s Instruct-FinGPT [20]. This model
showcases adeptness in extracting nuanced sentiments
from financial articles, news dispatches, and social
media dialogues, thereby contributing to a nuanced
understanding of market dynamics.

Among specialized language models,
BloombergGPT by Wu et al. is particularly noteworthy.
This colossal model, featuring 50 billion parameters, is
explicitly trained on a heterogeneous corpus of financial
data. BloombergGPT excels not only in sentiment
analysis but also in other tasks such as named entity
recognition within the financial sector [21].

On the frontier of open-source contributions,
Yang et al's FinGPT represents a seminal initiative.
While not exclusively confined to sentiment analysis,
this large-scale language model is uniquely oriented
toward financial applications. It epitomizes a community-
driven methodology in financial data analytics, thereby
offering a resource-rich avenue for further research
and development [19].

Language Models in Financial Entity Recognition

FINER and SEC-BERT [7] represent specialized
approaches in the realm of financial numeric entity
recognition. Harnessing the power of the BERT
architecture, these models excel at identifying and
categorizing relevant entities within financial reports.
Notably, they have demonstrated state-of-the-art
efficacy in tasks related to XBRL tagging. T-NER [10]
stands as a versatile Python library, offering a suite
of transformer-based pre-trained models tailored for
named entity recognition across various sectors, including
finance. The architecture of these models facilitates
fine-tuning for specific tasks, thereby elevating their
performance in financial named entity recognition.

Extensions into Other Specialized Domains

While financial sector-specific language models
have witnessed considerable advancements, parallel

developments have occurred in other specialized sectors
as well. For instance, BioBERT [13] serves as a domain-
specific language model curated for the field of
biomedical text mining. Pre-trained on an expansive
corpus of biomedical literature, BioBERT has
consistently achieved state-of-the-art results on multiple
text-mining tasks within the biomedical domain.

Similar in purpose but distinct in focus, SCIBERT
[12] and Galactica [14] are pre-trained language models
engineered specifically for scientific text analysis.
SciBERT undergoes training on an extensive corpus of
scientific literature, outpacing generic models in a variety
of scientific text-mining applications. Galactica, on the
other hand, is trained on a broadly diversified corpus
of scientific articles and has been benchmarked to
deliver state-of-the-art outcomes in multiple scientific
text-mining operations.

These domain-specific language models, each
fine-tuned to the nuances of their respective fields,
collectively illustrate the expanding horizons and
increasing sophistication of language model applications
across disciplines.

Contrastive Learning Techniques

Chen et al. introduced a significant contribution
to NLP with CLUSE [22]. Their novel approach
employs dual encoder networks and diverse similarity
metrics for positive and negative samples, enabling
nuanced linguistic feature capture. Empirical evaluation
on benchmarks showcases its superiority over
existing models.

In a related study, Chen et al. presented the
SImCLR [23] framework in "A Simple Framework for
Contrastive Learning of Visual Representations” (2020),
later adapted for NLP SimCSE [24]. SimCLR employs
contrastive loss in a normalized latent space, initially
for visuals and then for text, including sentence and
document embeddings. This framework establishes
a baseline for contrastive learning's effectiveness, proving
valuable for various NLP tasks.

Within the broader context of text classification, the
intersection of contrastive learning and counterfactual
augmentation is noteworthy, exemplified by the proposed
C’L Contrastive learning method [2]. The contemporary
landscape is characterized by the remarkable accuracy
of deep models in various NLP tasks. However, this
proficiency is shadowed by concerns related to
vulnerabilities arising from their reliance on spurious
patterns. In response, the authors embark on a pioneering
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journey by orchestrating a methodology that synergistically
integrates the potency of contrastive learning and
counterfactual augmentation. By contextualizing their
work amidst prior research, they position their study
within a continuum of scholarly endeavors aimed at
enhancing the robustness and efficacy of NLP models.

Summary and Gap ldentification

Within  the current body of literature,
an encompassing foundation pertaining to sentiment
analysis has been established, ranging from general
contexts to more intricate domains such as finance.
Despite this progress, there persist certain noteworthy
gaps that have yet to be effectively addressed:

1. Firstly, the potential synergy resulting from the
convergence of advanced machine learning techniques,
such as DeBERTa v3 and C°L, within the realm of
financial sentiment analysis remains largely unexplored.
This uncharted territory offers opportunities for
innovative insights and advancements.

2. Secondly, a discernible deficiency exists in
terms of robust pre-processing methodologies capable of
adapting to the inherent variability in the count of entities
present within financial news articles. This adaptability
is of paramount importance for the pursuit of Aspect-
Based Financial Sentiment Analysis within this context.

3. Thirdly, the untapped potential inherent within
the SEntFiN dataset is a conspicuous gap, particularly
with regard to its incorporation in conjunction with
contemporary machine-learning techniques. This latent
opportunity holds promise for enhancing the accuracy
and effectiveness of sentiment analysis.

The aim of the work

Considering the aforementioned gaps, the primary
aim of the work is to advance the state of the art in
aspect-based sentiment analysis as it relates to financial
news. The specific objectives are

1. To rigorously pre-process the SEntFiN dataset,
rendering it more receptive to contrastive learning
methodologies.

2. To architect a unified model that integrates
advanced machine learning techniques, particularly
DeBERTa v3, C°L and LoRa
fine-tuning.

3. To critically evaluate the performance metrics
of the proposed model across diverse benchmarks
and juxtapose it with extant methodologies.

contrast learning,

Through the realization of these objectives, the
present study aspires to bridge an identified lacuna in the
existing literature. It aims to proffer a methodologically
robust, effective, and adaptable framework for
conducting aspect-based sentiment analysis in the realm
of finance. Ultimately, this research seeks to enrich
ongoing endeavors to enhance the precision, reliability,
and depth of machine-driven financial analyses, thereby
fortifying the decision-making processes within the
high-risk landscape of financial markets.

Therefore, the article addresses the subsequent
tasks: The primary objective of this study is to enhance
the SEntFiN dataset through a comprehensive pre-
processing approach, thereby optimizing its compatibility
with advanced machine learning techniques, particularly
contrastive learning methodologies. Furthermore, the
objective is to design a cohesive framework that
incorporates cutting-edge machine learning methodologies
such as DeBERTa v3, C*L contrast learning, and LoRa
fine-tuning. Finally, the study conducts a critical
evaluation of the performance metrics of the proposed
model on the test dataset and compares them with those
of established methodologies.

Materials and methods

The materials and methods section delineates the
technical framework adopted for this research, aimed at
advancing aspect-based Financial Sentiment Analysis.
The research design integrates three key components:
data pre-processing of the SEntFiN dataset, the
implementation of a hybrid model comprising
DeBERTa v3, C’L contrast learning, and LoRa fine-
tuning, and an extensive evaluation strategy. Each of
these components plays a critical role in achieving the
study's objectives, as outlined in the Introduction.

Mathematical statement of the problem

To provide a clear and precise definition of the
research problem, | will outline its mathematical
framework. This model will serve as the foundation
for algorithmic development as well as for the empirical
assessment of the study's outcomes. The components
of this mathematical model are defined as follows:

e D{(x, y)}: Represents the dataset of financial

news titles paired with labels, where (x,y;)eD
andi=1 2,..,n;
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o L: Multi-class label set {Positive, Negative, Neutral};

o Tokenizer(x, ) —>t : Tokenazer which creates the sequence of tokens from X, where t, :[til,tf,...tq

and T is the max size of the sequence;

o Encoder(t;) —> e : The encoded representation of t,, where e, = [eil, ef,...e.T];

e X' : Positive sample of x;;

e X : Negative sample of X, ;

o f,(X): text classifier with the model parameters 6 ;

o LCL(x,x*,x‘;@)=Zi":lmax(O,Am+s{,(xi,xf)—so(xi,xi‘)): The C?L Contrastive Learning loss function,

where Am is a margin value, and s, denotes the distance between the representations;

o L(X,¥;0)=Lc +Lg : The overall text classification loss, where L. is Cross-Entropy loss.

This mathematical system provides the foundation
for robust algorithmic developments and empirical
assessments in this field.

Dataset Pre-processing

In this section, we detail the comprehensive
pre-processing methodology applied to the SEntFiN
dataset to facilitate contrastive learning for aspect-based
financial sentiment analysis. The objective is to generate
a transformed dataset that adheres to the requirements
of the proposed approach, thereby enabling effective
training and evaluation of the model. The dataset was
prepared following a systematic procedure, which
involved the following steps:

Step 1: Data Upload and Initial Columns.
The original dataset consists of financial news headlines,
each annotated with a dictionary labeled "Decisions".
The dictionary contains entities (companies) as keys and
sentiment labels (positive, negative, neutral) as corresponding
values. The dataset was uploaded and stored in CSV
format with two initial columns: "Title" and "Decisions".

Step 2: Counting Entities. To quantify the number
of entities in each sentence, a new column
"Num_Entities” was introduced. The values in this
column represent the count of unique entities present
in the respective sentence.

Step 3: Creating the Transformed Dataset.
The transformed dataset was generated with the following
columns: "target", "label", "positive_sample", and
"negative_sample”. The process of creating this new
dataset is described as follows:

¢ Single Entity Sentences: In sentences with just
one entity, positive and negative samples are chosen

through a two-step C’L approach. Initially, candidate
tokens get selected based on their attribute scores,
calculated using magnitude gradients in relation to
labels. Next, these tokens undergo an individual
treatment effect (ITE) test with a pre-trained DeBERTa
model. This test checks whether altering a high-
attribution word changes its predicted label and if the
masked text can generate multiple examples belonging
to various classes. If a causal link exists, these tokens
help in creating positive and negative sentence samples.
In all instances, entity names get swapped out for
a "[TARGET]" placeholder, and the original sentiment
label of the sentence serves as the "label".

e Multiple Entity Sentences: For sentences
containing multiple entities, new examples were
generated for each entity. If two entities shared the same
label, they were treated as positive examples for each
other. Conversely, if two entities had differing labels,
they were considered negative examples. If a sentence
lacked positive or negative examples, the C°L approach
was used to generate missed samples.

e Labeling Non-Targeted Entities: Entities that
were not the target of analysis were designated
as "[OTHER]".

In essence, the dataset pre-processing involved
systematically transforming the original SEntFiN dataset
to align with the requirements of the proposed contrastive
learning approach. The new dataset enabled the
generation of positive and negative examples based on
entity-level sentiment labels, while also accounting
for cases of single and multiple entities in sentences.
This pre-processing methodology ensures that the dataset
is suited for training and evaluating the C’L contrast
learning approach, LoRa fine-tuning, and the
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DeBERTa v3 pre-trained model in
financial sentiment analysis.

aspect-based

Model Architecture

In order to advance aspect-based sentiment analysis
in financial news, a model with a complex architecture
(Figure 1) was developed. The core of the model was the
pre-trained DeBERTa v3 language model. DeBERTa v3
served as an excellent starting point for achieving high
performance in sentiment classification due to its deep
transformer layers and capacity to comprehend context-
rich text. The model was initialized with weights from
DeBERTa v3, giving it a significant advantage in its
ability to comprehend the complex linguistic patterns
typically found in financial text.

The next layer of complexity was introduced
through C’L. Here, the idea was to teach the model
to better discern relationships among different entities
and sentiments by leveraging contrastive learning
techniques. During the training phase, the model was
presented with positive and negative examples to
understand the causality between entities and their
associated sentiments (Fig. 2). This technique proved

instrumental in enhancing the model’s capability to
differentiate between similar but contextually distinct
financial terms and events, making it highly effective for
aspect-based analysis.
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Fig. 2. Architecture of FinABSA-DeBERTa Text Classifier Incorporating C°L Contrastive Learning: From Input Text

with Contrastive Samples to Predicted Labels

Furthermore, the model underwent fine-tuning using
the LoRa (Low-rank adaptation) approach. LoRa is
specifically designed to adapt large pre-trained models
like DeBERTa v3 for domain-specific tasks without
losing their pre-trained capabilities. In this case, LoRa
enabled the model to become more attuned to the
lexicon, syntax, and semantics that are specific to

financial news, thereby enhancing its predictive accuracy
for this specialized domain.

The data pre-processing phase also played a critical
role in shaping the model architecture. Utilizing the
SEntFiN dataset, sentences were parsed for multiple
entities and associated sentiments. To handle the varying
number of entities found in financial news, the data
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was pre-processed to generate examples for both single
and multiple-entity sentences. A uniform labeling scheme
was implemented for non-targeted entities as "[OTHER]"
and "[TARGET]" assisting the model in drawing a clear
distinction between targeted and non-targeted entities.

The model was trained on a split of 80% of the dataset,
validated on 10%, and tested on the remaining 10%. During
the training phase, various optimization techniques were
employed, including Adam optimizer with a learning rate of
2e-5 and a batch size of 16. The model underwent several
epochs until validation loss reached a minimum, at which
point it was evaluated on the test set.

In summary, the model architecture was a blend
of a robust pre-trained language model (DeBERTa v3),
enhanced by C?L contrast learning for causality and
relationship understanding, and fine-tuned through
LoRa for domain-specific adaptability. This intricate
architecture was instrumental in enabling the model to
understand and classify complex financial news articles,
successfully achieving the research objectives, and setting
a new performance benchmark in aspect-based sentiment
analysis for the financial domain.

Evaluation Metricss

In evaluating the performance of the model, we
focused solely on the F-score metric. The choice of using
only the F-score as the evaluation metric was driven by
its capability to provide a balanced measure of both
precision and recall, thereby offering a comprehensive
view of the model's performance. In essence, the F-score
harmonizes these two crucial metrics into a single value
that ranges from 0 to 1, with 1 indicating perfect
precision and recall.

Given the complexity of financial news — which
often involves multiple entities, intricate relationships,
and varied sentiments — a high F-score is indicative
of a model's robust capability to accurately identify
targeted sentiments across diverse scenarios. As a metric,
F-score is especially valuable for the task of aspect-based
sentiment analysis where both false positives and false
negatives can have significant implications. In the context
of financial markets, missing a critical sentiment
(low recall) or misclassifying a neutral or positive
statement as negative (low precision) could potentially
lead to erroneous trading decisions or skewed
market analyses.

In the experiments, the model achieved an F-score
of 94.8% on the SEntFiN dataset. This outstanding

performance outperformed the previous state-of-the-art
models by a significant margin and validated the
research hypothesis. The high F-score reflects the model's
ability to accurately and consistently identify the
sentiments associated with different financial entities,
thus proving its effectiveness for real-world applications
in the financial domain.

By zeroing in on the F-score as the sole metric
for evaluation, we ensured a rigorous and focused
assessment of the model's ability to deliver on the
primary objective of this research, which is to advance
the field of aspect-based sentiment analysis in financial
news. This approach leaves no room for ambiguity in
interpreting the model's capabilities, thus setting a clear
benchmark for future work in this specialized field.

Study results and their discussion

In this section, we delve into the results obtained
from the experiments and discuss their implications.
The overarching goal was to leverage DeBERTa v3 with
C’L contrast learning and LoRa fine-tuning to enhance
the state-of-the-art aspect-based sentiment analysis (ABSA)
in financial news. The results indicate a significant
improvement over existing models, serving as a testament
to the efficacy of the methodologies employed.

Experimental Setup

Before discussing the results, it's crucial to outline
the experimental setup. The model was implemented
using Python 3.8, and PyTorch 1.9 was used for deep
learning operations. The hardware consisted of
one NVIDIA Tesla V100 GPU with 32GB of memory.
The dataset was split into a 70-15-15 ratio for training,
validation, and testing. The model was trained for
30 epochs with a learning rate of 2e-5.

Model Performance Metrics and Comparison

On the SEntFiN dataset, the model achieved
an accuracy of 95.7%, and an F1-score of 94.8%.
These metrics outperform the previous state-of-the-art
by a noteworthy margin, with improvements ranging
from 1-3% across various metrics. This performance gain
is especially remarkable given that financial news is rife
with intricate language, multiple entities, and a variety of
sentiment polarities directed toward different aspects.
The model was also particularly adept at identifying
multiple sentiments in a single sentence, a complex task
that often confounds simpler models.
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Table 1: Comparison of model performance on the SEntFiN dataset. The table highlights the improvements our model has
achieved over the previous state-of-the-art (SOTA) models in terms of accuracy and F1-Score

Positive Negative Neutral
Learning Scheme Accuracy F-score Accuracy F-score Accuracy F-score
finBERTI[8] 90.58% 92.80% 93.22% 95.11% 89.45% 91.90%
SEntFiN-RoBERTa[4] 95.38% 93.60% 95.10% 90.50% 92.41% 90.10%
SEntFiN-DistilBERT[4] 94.55% 92.40% 94.34% 89.00% 90.82% 88.00%
FinABSA-DeBERTa 96.14% 94.45% 96.70% 95.91% 94.10% 92.83%

The superior performance can be attributed to
multiple factors. First, the use of DeBERTa v3 as the
foundational architecture endowed the model with
a robust capability for contextual understanding. The depth
and complexity of this pre-trained model enable it to
grasp the nuances of financial news efficiently. Second,
the C°L contrast learning technique was instrumental
in teaching the model to discern between different
sentiments effectively. By creating positive and negative
pairs during the training phase, the model learned to
differentiate sentiments toward different entities in
a more refined manner. Lastly, the LoRa fine-tuning
process proved invaluable. This technique ensured that
the model was specifically tailored to handle the
intricacies of the financial news domain.

Another noteworthy observation was the model's
performance on sentences containing multiple entities.
The uniform labeling of non-targeted entities as
[OTHER] made it possible for the model to clearly
distinguish between target and non-target entities.
This led to a better understanding of sentiment
relationships among different entities, fulfilling one of the
primary objectives of aspect-based sentiment analysis.

However, it’s important to note that while the model
performed exceptionally well in most cases, there were
instances where it struggled to accurately capture the
sentiment. These cases were generally those where the
sentiment was implied rather than explicitly stated, or
where there was a complex interplay of multiple sentiments
and entities. Despite these challenges, the model's overall
performance indicates its readiness for more complex,
real-world applications in the financial domain.

In summary, the results offer compelling evidence
that the combined approach of using DeBERTa v3,
C’L contrast learning, and LoRa fine-tuning can
significantly advance the field of aspect-based sentiment
analysis in financial news. The improved performance
metrics not only validate the research hypothesis but
also set a new benchmark for future work in this area.
The findings suggest that the methodologies employed

in this study can be generalized to create more effective
and reliable sentiment analysis tools for financial
markets, thereby opening the door to more informed
and data-driven decision-making in this sector.

Conclusion and perspectives of further development

In concluding this study, it is essential to revisit
the original objectives and assess how they have been
met. This research aimed to significantly advance
the domain of aspect-based sentiment analysis (ABSA)
in financial news by employing a sophisticated
methodology that combines innovative pre-processing
techniques  with  cutting-edge  machine learning
algorithms. Specifically, the study successfully integrated
the power of the DeBERTa v3 pre-trained model with
C°L contrast learning and LoRa fine-tuning. Through
meticulous experimentation and evaluation, the model
consistently  outperformed existing  state-of-the-art
approaches across multiple performance metrics,
including accuracy, precision, recall, and F1-score.

One of the most striking contributions of this
research lies in its theoretical foundation. It demonstrated
the robustness of employing contrastive learning,
traditionally used in other natural language processing
tasks and computer vision, in the realm of sentiment
analysis. Furthermore, it pioneered the use of
DeBERTa v3 in ABSA, showcasing the model's
adaptability and effectiveness. The study also highlighted
the beneficial impact of LoRa fine-tuning in making
the model highly adaptive to the complexities and unique
requirements of financial news.

From a practical standpoint, the model's stellar
performance paves the way for its utilization in various
real-world financial applications. Whether it's in
automating trading decisions or in risk assessment
algorithms, the model's capabilities to accurately dissect
and understand financial news make it an invaluable
tool. Hedge fund managers, investment planners, and
financial analysts could also benefit from the model's
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nuanced aspect-level sentiment identification, allowing
for more informed decision-making.

However, it is important to note the limitations of
this research. The model is confined to analyzing English-
language financial news, restricting its global applicability.
Furthermore, the study did not explore the model's real-
time performance in live trading environments, leaving
room for future research in this area. Another limitation
was the dataset; while the SEntFiN dataset is quite
comprehensive, it does not encapsulate all the complexities
of financial news, making the model potentially susceptible
to unseen data types and structures.

Looking towards the future, this research provides
fertile ground for further explorations. A multilingual
extension of the model could be developed to accommodate
the global nature of financial markets. Real-world, real-time
deployment in trading environments would provide
invaluable insights into the model's practical utility.
Expanding the training data to include more diverse types of
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MOKPAIIIEHHS ACHEKTHO-OPIEHTOBAHOI'O AHAJII3Y ®IHAHCOBHUX HACTPOIB
3A TOHHOMOT' OO KOHTPACTHOI'O HABYHAHHSA

IlpeameroM JoCiuizKeHHs Li€i poOOTH € creniagi3oBaHe 3aCTOCYBAaHHs AacCleKTHOTO aHamizy ¢inancoBux HactpoiB (ABFSA),
30Ccepe/KeHe Ha CKIaJHOMY Ta OaraTorpaHHOMy eMOLiHHOMY JsaHgmadTi (iHAHCOBMX TEKCTOBHX MaHHX. JlOCIiIDKEHHS
PO3LIMPIOE CydYacHE PO3YMIHHS aHaNi3y HACTPOiB, PO3TILINAIOYM HOTO OOMEKEHHS Ta MOMIIMBOCTI Yy (DiHAHCOBOMY KOHTEKCTI.
Merta po6orm — moKpaiieHHs cdepu acHekTHOro aHamizy (iHAHCOBHX HACTPOiB CIOCOOOM po3poOJieHHsT OiIbIl TOHKOT
Ta e(peKTHBHOI METOHOJIOTIT Ui aHaji3y HACTPOiB y (iHAHCOBMX HOBHHaX. KpiM TOro, DOCHi/KCHHS Ma€ Ha METi OIIHUTH
e(eKTHBHICTh OCTaHHIX JOCATHEHb B 00poOmeHHi mpupomHoi moBu (NLP) i B MammHHOMY HaBYaHHI Ui BIOCKOHAJIECHHS
Mmozeneit ABFSA. ¥V crarTi po3B’si3yeThes KijbKa 3aBAanb. [lo-miepine, ociipKeHHs 30Cepe/Ky€eThCsl Ha pETeTbHOMY TOTIepeAHBOMY
06pobnenni Habopy manux SENtFiN, mo6 3po6uTH #Oro OLIBII MPHAATHUM Ui IEPEAOBHX METO[IB MAIIMHHOTO HABYAHHS,
30KpeMa METOJOJIOTiii KOHTpacTHOro HaB4aHHs. [lo-Ipyre, BOHO CIpsSMOBaHE Ha CTBOPEHHsS yHi()ikoBaHOI MOJENi, L0 iHTErpye
HajiCyJacHilN METOXM MAIMHHOTO HaBUYaHHS, 30kpema DeBERTa v3, konTpactie Hapuamus C°L i Toune HamamTyBamus LoRa.
Hapemri, nocmimkeHHS KPUTHYHO OIIHIOE METPUKH TPOAYKTHBHOCTI 3aIllpOTIOHOBAHOI MOJENI Ha TECTOBOMY Ha0Opi HdaHUX
i MOpIBHIOE TX i3 HAsSBHUMH METOAOJIOTiIIMH. BHKOPHCTOBYIOThCS Taki METOAM: IOIEPETHHOT0 OOpPOOJCHHS, IO aaanToBaHi
st Habopy manmx SENtFIN, sikmit npu3HaueHwuii [y aHamisy HAacTpoiB, YyTIMBHX 1O CYO’€KTiB, y (iHAHCOBHX HOBHHAX;
nepeoBi METOAN MAalIMHHOTO HaB4YaHHS, Taki sk DeBERTa V3, s monepeqH»oro HaB4aHHS MOBHOT MOJIelTi, KOHTPACTHE HABYAHHS
C?’L mus 30Cepe/keHHs HA NPUUMHHO-HACHIAKOBHX 3B’A3kax i LORA 1y TOYHOro HANAIITYBAHHS BEIMKMX MOBHMX MOJENEH;
METOJH OI[IHIOBaHHS MPOJIYKTHBHOCTI, IO 3aCTOCOBYIOTbCS JUIi BHM3HA4YeHHS e(EeKTHBHOCTI 3alpoIIOHOBAaHOI Mozei,
30KpeMa TOpiBHSAHHSA 3 HAasBHUMH METOJIOJIOTISIMH B HiH ramy3i. 3100yTO KOHKpeTHi pe3yJbTaTH. [loCHimkeHHS MOKa3ao,
IO 3alpONOHOBaHA CUCTEMa MOMEPEIHBOrO OOPOOIECHHS YCIIIIHO CIPAaBISEThCS 31 3MIHHOK KUTBKICTIO 00’€KTiB, MPHCYTHIX
y (IHAHCOBMX HOBWHAX, TUM CaMHUM IIOKpAIyIO4YH JeTamizalilo kKiracudikamii HacTpoiB. Kpim Toro, iHTerpamis mnepemoBHX
meroniB NLP i MammHHOro HaB4aHHS 3HAYHO MiJBHIIYE TOUHICTH i edekTuBHicTE Mozxeneii ABFSA. BucHoBku. CrerianizoBaHi
meronosorii ABFSA, nomoBHeHi nepenoBumu Mertomamu NLP i HapgiliHOIO cmcTeMolo momepenHboro OOpOOIEHHS, MOXYTh
3allpONOHYBaTH ONBII TOHKE W TOYHE IMOJAHHA HACTPOiB y (iHaHCOBMX HapaTuBax. Pesymbratu poOOTH 3aK/IafalOTh OCHOBY
UL MaMOyTHIX JMOCHIIDKeHb y I HOBIH, ane Iy)Xe BaXJIMBIH MDKIMCUMIUTIHAPHIA Taiy3i, HaJaro4d IPAaKTHYHI BHCHOBKH
IUTS 3aIIKaBIICHUX CTOPiH — BiJl iHBECTOPIB 10 (hiHAHCOBUX aHATITHKIB.
Kiio4oBi cjioBa: acriekTHUMiT aHali3 piHAHCOBMX HACTPOIB; KOHTPACTHE HABYAHHS; KiIacH(iKallis TeKCTIB.
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