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ANALYSIS OF THE INFLUENCE OF SELECTED AUDIO PRE-PROCESSING STAGES
ON ACCURACY OF SPEAKER LANGUAGE RECOGNITION

The subject matter of the study is the analysis of the influence of pre-processing stages of the audio on the accuracy of speaker
language regognition. The importance of audio pre-processing has grown significantly in recent years due to its key role in a variety
of applications such as data reduction, filtering, and denoising. Taking into account the growing demand for accuracy and efficiency
of audio information classification methods, evaluation and comparison of different audio pre-processing methods becomes important
part of determining optimal solutions. The goal of this study is to select the best sequence of stages of pre-processing audio data for
use in further training of a neural network for various ways of converting signals into features, namely, spectrograms and mel-cepstral
characteristic coefficients. In order to achieve the goal, the following tasks were solved: analysis of ways of transforming the signal
into certain characteristics and analysis of mathematical models for performing an analysis of the audio series by selected
characteristics were carried out. After that, a generalized model of real-time translation of the speaker's speech was developed and the
experiment was planned depending on the selected stages of pre-processing of the audio. To conclude, the neural network was trained
and tested for the planned experiments. The following methods were used: mel-cepstral characteristic coefficients, spectrogram, time
mask, frequency mask, normalization. The following results were obtained: depending on the selected stages of pre-processing of
voice information and various ways of converting the signal into certain features, it is possible to achieve speech recognition accuracy
up to 93%. The practical significance of this work is to increase the accuracy of further transcription of audio information and
translation of the formed text into the chosen language, including artificial laguages. Conclusions: In the course of the work, the best
sequence of stages of pre-processing audio data was selected for use in further training of the neural network for different ways to
convert signals into features. Mel-cepstral characteristic coefficients are better suited for solving our problem. Since the neural
network strongly depends on its structure, the results may change with the increase in the volume of input data and the number of
languages. But at this stage, it was decided to use only mel-cepstral characteristic coefficients with normalization.

Keywords: mel-cepstral characteristic coefficients; spectrogram; time mask; frequency mask; normalization; neural network;
voice; audio series; speech.

Introduction

Spectrogram

Voice is the result of the vibration of the vocal
folds (vocal cords) in the human larynx. These vibrations
generate sound, which is then modified by various
parts of the mouth and nasal cavities, as well as the
lips and tongue. The physical basis of voice includes
aspects such as frequency, amplitude, waveform, and
other parameters [1, 2]. Here are some of the main
criteria of the voice and how they are represented
in a spectral diagram.

Frequency determines the pitch of the voice and
is measured in hertz (Hz). Figure 1 shows the frequencies
increasing along the vertical axis.

Amplitude defines the loudness of a sound and is
measured in decibels (dB). The legend on the right
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Fig. 1. Example of a spectrogram

(Fig. 1) shows that color intensity increases with density.

Dynamics indicates variations in the volume of the
speech, such as pauses and quiet zones. Pauses in speech
are displayed with minimal dynamics. In the figure,
we can see a pause in the first 0.5 seconds, and
from 4.5 to 6 seconds.

Timbre defines the unique characteristics of a voice
that distinguish it from other voices. Different timbres
are represented by different shapes on the spectrogram.

Intonation determines the melody and rhythm of
speech. Changes in intonation can be detected in the
shape and location of intense sectors on the spectrogram.
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Each language can have its own peculiarities in the
spectral composition of the voice, due to the phonetic
features and nature of the sounds that make up it
Voice spectral diagrams can be used to analyze these
differences and to study various language features.

The relevance of this study lies in the fact that in
today's world, where globalization and international
communication are becoming a necessity, speaker
recognition systems with subsequent translation
into the chosen language are becoming extremely
important. These technologies are revolutionizing the
way we communicate and interact in different cultural

and linguistic environments. Thanks to this, speaker
recognition systems can become an integral part of our
digital lives, helping to make the world more connected
and diverse. The practical significance of this work is
to increase the accuracy of further transcription
of audio information and translation of the generated
text into the chosen language.

Materials and methods

A generalized traditional voice signal processing
pipeline is shown in Figure 2.

i
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Fig. 2. Traditional voice signal processing pipeline
Each of these stages has certain tasks, the quality In this paper, the research is focused on the

of which will affect the next step. The purpose and
tasks of each stage are described below.

—signal acquisition is recording or selecting
an audio file to be processed;

— pre-processing involves converting the signal
from analog to digital format for further processing;

— filtering and signal processing usually involves the
use of various filters to extract useful information, such
as reducing background noise or enhancing harsh sounds;

— feature extraction is necessary to reduce the amount
of input data, which speeds up the processing time of
incoming audio files without losing processing accuracy;

—modeling in the context of voice signal processing
means creating mathematical models or algorithms that
can learn and recognize certain properties of voice signals;

—the result is displayed in a form suitable for
the user, with the possibility of further processing
of the received data.

ways to convert a signal
we can distinguish:

feature extraction and modeling stages, so let's consider
them in more detail. Among the existing possible
into certain features,

— mel-cepstral characteristic coefficients

— linear coding with prediction;

— spectrogram.

The shallow mel-cepstral characteristic coefficients
are one of the frequently used features used in a variety
of applications, especially in voice signal processing,
such as speaker recognition, voice recognition, and
gender identification. The mel-cepstral characteristic
coefficients can be calculated by performing
five sequential processes (Figure 3), namely, framing
the signal, calculating the power spectrum, applying
a bank of chalk filters to the obtained power spectra,
calculating the logarithms of all filter banks, and finally
applying the discrete cosine transform [3, 4, 5].
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Fig. 3. Scheme for determining fine-frequency capstral coefficients

Speech signal analysis aims to find more
informative, compact, and relevant knowledge than
the raw speech signal data itself. Vocal tract features
(also called segmental, spectral, or system features) [6]
are one of the well-known representations of speech
analysis. Among the most well-known applications that
use the mel-cepstral characteristic coefficients of the

speech signal are emotion recognition in speech,
speech and dialect recognition, and speech recognition,
as shown in the following subsections.

Linear Predictive Coding (LPC) is a method of
analyzing and modeling an audio signal. Linear
prediction analysis can provide a set of speech signal
model parameters that accurately represent the spectral
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amplitude of the speech signal, taking into account
a variety of articulatory and phonetic features.
LPC can mimic the human articulatory system
very well and, therefore, has some advantages in
extracting speech feature parameters [7, 8].

The obtained LPC coefficients can serve as
an acoustic signature of the voice, which allows them
to be used for speaker recognition and other tasks in
the field of speech processing.

One of the main advantages of LPC is its ability
to reduce the data dimensionality in a well-controlled
manner, which makes it effective for transmitting and
storing speech information. Another important property
of LPC is the ability to reconstruct a signal based on

Table 1. Comparison of feature extraction methods

a limited number of parameters, which makes it effective
in resource-constrained systems such as real-time speech
recognition systems or mobile applications.

A spectrogram is a visual representation of the time-
frequency analysis of sound. It allows you to analyze
changes in sound intensity as a function of frequency and
time. A spectrogram is usually created in one of two
ways: approximated as a set of filters derived from
a series of bandpass filters (this was the only way before
the advent of modern digital signal processing methods),
or calculated from a time signal using the windowed
or fast Fourier transform. These two methods actually
produce different quadratic frequency-time distributions,
but are equivalent under certain conditions.

Mel-cepstral characteristic coefficients

Linear prediction coding

Spectrogram

Description Mel-cepstral characteristic coefficients are | LPC models the voice signal | A spectrogram visualizes a time series
coefficients obtained from the taken as a linear combination of as a function of time and frequency.
cepstral coefficients of the sound previous samples. It shows which frequencies are present
spectrum calculated on the basis of the in the signal at a particular moment
chalk scale (chalk scale). in time.

Advantages Effective for speech recognition, takes It reproduces formants It shows the time and frequency

into account the peculiarities of auditory
perception.

(resonant peaks) in speech
well, which is important for
speech recognition.

characteristics of a signal well,
and helps to separate different sound
sources.

Disadvantages

higher frequencies.

Requires a lot of calculations to obtain the | It can be sensitive to noise,
cepstral coefficients and may be limited in | and its effectiveness decreases | recognition due to the lack of distinct
with non-stationary signals.

It is not always effective for speech

speech characteristics.

Spectrograms are widely used in audio analysis,
music production, speech processing, medical research,
and many other fields to visualize information about
the time and frequency character of sound signals [9, 10].

The result of the comparative analysis of feature
extraction methods is shown in Table 1.

In further work, we will consider in detail the
fine-frequency cepstral coefficients and spectrograms,
because these methods generate compact representations,
which facilitates their processing and analysis.

In addition, they help to extract important acoustic
features, such as formants in speech.

A variety of mathematical models are used for
voice recognition, among which the most common
are neural networks (deep and shallow), support vector
method (SVM), random forest, decision trees, and
hidden Markov models.

The result of the comparative analysis of
mathematical models for audio data analysis is
shown in Table 2.

Table 2. Comparative analysis of mathematical models for audio data analysis

Model Advantages

Disadvantages

Neural networks

Ability to learn complex dependencies, great
flexibility in working with different types of data.

High computational resource requirements, need
for a large amount of data for training.

Support vector method
with small data sets.

Effective in high-dimensional spaces, works well

May be sensitive to noise, limited in cases where
data is not linearly resolved.

Decision tree
preliminary data analysis.

Easy to interpret, does not require significant

May be prone to overfitting, does not always work
well with complex dependencies in data.

Random forest
with large amounts of data.

Reduces the tendency to overlearn, works well

Can be computationally expensive, loss of
interpretability compared to a separate decision tree.

Hidden Markov models

sequences.

Good for modeling time series and event

Assumes independence between states, limited
in modeling complex dependencies [15].
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These mathematical models are used in various
voice technologies, including speech recognition, speaker
identification, emotion analysis, and others. The choice of
a particular model may depend on the specific task, data
availability, processing volume, and other factors. In this
work, modeling is performed using neural networks
because they can learn complex relationships and have
great flexibility in working with different types of data.

Training a neural network is impossible without
a prepared training and test set. The dataset was selected
based on the results of the analysis of existing audio corpora.

For the test data, we chose the corpus described
in [16]. The Common Voice corpus is a multilingual
collection of transcribed speech intended for research
and development of speech technologies. Common Voice
is designed for the purposes of automatic speech
recognition, but can be useful in other areas
(e.g., language detection). To achieve scale and
sustainability, Common Voice uses crowdsourcing

Table 3. Advantages of the chosen corpus

for both data collection and data validation. The latest
release includes 29 languages, and as of November 2019,
a total of 38 languages are being collected. More than
50,000 people have participated so far, resulting
in 2,500 hours of audio. To the best of our knowledge,
this is the largest publicly available audio corpus for
speech recognition in terms of both hours and languages.

Another significant feature of Common Voice is
its constant updating and expansion with fresh and
representative data to improve and refine speech
recognition models.

The reasons for choosing this dataset are shown in
Table 3. The main reason for choosing this particular
corpus was the large number of different languages and
the large number of speakers in each set. In addition,
this dataset is public under the CCO license. Its use will
allow us to simplify the model because there is no noise
and will help train the model on different accents
of different languages.

Selected corpus for training

g : Advantages
an artificial voice command analyzer

Consequences of the advantages

Common Voice

A large number of languages

Possibility of scaling

Absence of noise

No need to eliminate noise that could reduce accuracy

Different audio authors

No false dependencies are created due to person/gender

Public license

Can be used in this project.

To build the neural network, we used the
TensorFlow library, which can help a researcher train
neural networks to detect and decipher patterns and
correlations, similar to the learning and understanding
used by humans[17].

The goal is to analyze the impact of audio data
preprocessing methods on the accuracy of speaker speech
detection for use in further neural network training for
different ways of converting signals into features, namely
spectrograms and fine-frequency cepstral coefficients.

To achieve this goal, the following tasks
should be solved

—analysis of methods for
into features;

—review of mathematical models for performing
audio order transformation by selected features;

— development of a generalized model for real-time
translation of a speaker's speech;

—planning the experiment depending on the
selected stages of audio pre-processing;

—raining and testing of the neural network for
the planned experiments;

— comparative analysis of the training results.

converting  signals

Solution of the stated problem.
Discussion of the results

In this paper, we propose a generalized model
of real-time translation of a speaker's speech into
one of the selected languages in Figure 4. The model
consists of stages that sequentially determine
the speaker's language, convert the speech to text,
and translate the prepared text into one of the
selected languages, including artificial languages
[18, 19, 20].

These mathematical models are used in various
voice technologies, including speech recognition,
speaker identification, emotion analysis, and others.
The choice of a particular model may depend on the
specific task, data availability, processing volume,
and other factors. In this work, modeling is performed
using neural networks because they can learn complex
relationships and have great flexibility in working
with different types of data.

This study examines the impact of preprocessing
stages on speech recognition accuracy.
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Fig. 4. Generalized model for real-time translation of a speaker's speech

The experiments were planned depending on the
selected audio preprocessing stages — normalization,
frequency mask and time mask for two main ways of
transforming the signal into certain features — for fine-
frequency cepstral coefficients and for spectrograms.

The time-domain severity transform coefficients
and the spectrogram represent different ways of
representing an audio signal in the form of feature
vectors, and each of these methods can determine
different aspects of the audio signal.

For each case, a separate neural network was
created, and, taking into account the peculiarities
of the results of each type of processing, the structure
of the network was changed - the number of network
layers, cutoff coefficients, number of epochs, etc.

A total of 8 experiments were generated
for two different ways of converting the signal into

Layer of the
o Disconnect kayer o Danse layer
camvolutional network . ROl X

features — for low-frequency capstral coefficients and
for spectrograms.

The neural network was trained on datasets
containing the same number of audio tracks for
different languages:

1. Ukrainian;

2. English;

3. French;

4. German.

The system accepts randomly selected files from
the dataset as input. The dataset was divided into training
and test samples in the following ratio: 80% of the
input data (out of 1000 audio files) was included in
the training set, 20% is the test data on which we will test
our neural network (200 test files).

The neural network itself consists of several levels
and is shown in Figure 5.

o Disconnect fayer |

Aepeated several times with

Fig. 5. Generalized structure of the neural network

The first layer uses a Convolutional Neural Network
in the TensorFlow library. After this layer, we will
have levels of convolutional representation, which can
then be aligned and passed to the fully connected
layer for further analysis and classification.

Next are several Dense layers with different
numbers of neurons on them. With each subsequent
layer, the number of neurons decreases. This is due to
the dimensionality reduction technique. Reducing
the number of neurons helps to control the number of
parameters in the model, which is important to avoid
overfitting, especially when data is limited.

rumber of neurons in

In addition, to reduce overfitting, each Dense layer
is followed by a random disconnect layer. This is one
of the regularization techniques that helps to avoid
overfitting the model. In each training epoch, a certain
portion of the layer weights is randomly selected and
set to zero at that stage. This helps to generalize the
model and increase its resistance to overfitting.

The last layer is the result layer, in which the
number of neurons is equal to the number of classes
of possible outcomes.

An assessment of the impact of audio pre-
processing methods on the accuracy (probability of
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correct recognition) of speaker speech recognition in
accordance with the experiments conducted using fine-
frequency cepstral coefficients is shown in Table 4.

Table 4. Experimental
characteristic coefficients

results using mel-cepstral

N . Frequency| Accuracy of speaker
Normalization| Time mask rr?ask ylanguage%etec?ion,%

- - - 90

+ - - 93

- + - 24

+ + - 24

— - + 24

+ — + 25

- + + 22

+ + + 23

As can be seen from the results, the time mask and
frequency mask remove useful information and cannot
be used with mel-cepstral characteristic coefficients.

An assessment of the impact of audio preprocessing
methods on the accuracy (probability of correct
recognition) of speaker speech recognition in accordance
with the experiments conducted using spectrograms
is given in Table 5.

Table 5. Experimental results when using a spectrogram

W

Fig. 6. The resulting graph of speaker language detection
accuracy for each experiment. Red — mel-cepstral
characteristic coefficients, black — spectrogram

Conclusions

. . Frequency|Accuracy of speaker
Normalization| Time mask n?ask ylanguage%etec?ion,%

- - — 61

¥ _ - 65

- + 63

+ + - 67

_ _ + 63

+ _ + 68

- + + 65

+ + + 73

Based on the results of the spectrogram, we can
conclude that masking helps to increase accuracy, but
this method is still worse than mel-mean characteristic
coefficients in this task, since mel-mean characteristic
coefficients also take into account the features of
the audio signal that are important for speech or
sound recognition, and include high-frequency and
low-frequency coefficients, differentiation, and other
characteristics. A spectrogram, on the other hand, simply
represents the distribution of signal energy at different
frequencies over time. It may include less information
about specific aspects of the audio signal that are
important for certain tasks, such as speech recognition.

A comparison of the results presented in the
tables is shown in Figure 6.

This paper analyzes the impact of audio data
preprocessing methods on the accuracy of speaker
language detection for use in further neural network
training for different methods of converting signals
into features, namely spectrograms and mel-cepstral
characteristic coefficients. Depending on the chosen
methods of pre-processing voice information and
different ways of converting the signal into features,
we managed to achieve 93% accuracy in determining
the speaker's language. The practical significance
of this work is to increase the accuracy of further
transcription of audio information and translation
of the generated text into the chosen language, including
artificial languages.

Based on the results of the study, a neural network
model using mel-cepstral characteristic coefficients with
normalization at the stage of input data preprocessing
was chosen for further experiments on speaker speech
recognition. This decision is based on several important
factors that confirm the advantages of mel-cepstral
characteristic coefficients in this context:

1. mel-cepstral characteristic coefficients allow
to reduce the amount of input data. This allows to
increase the speed of both processing and training
of the neural network.

2. They effectively recognize speech and take into
account the peculiarities of auditory perception, which
interacts well with neural networks.

3. Experiments have shown that mel-cepstral
characteristic coefficients have high classification
accuracy for different sizes of training samples.
This demonstrates their ability to provide information
for effective analysis and generalization of patterns
in the data.
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4. mel-cepstral characteristic coefficients showed
a stable result regardless of the input languages
of the training samples. This may be an important
aspect for further research, as it allows scaling up the
study for more classes of input data.

All the justifications confirm that further speaker
recognition and translation into the chosen language,
including artificial languages, will use mel-cepstral
characteristic coefficients as a method of extracting
features of the input audio sequence, since the accuracy
of speaker recognition using spectrograms, as shown
experimentally in this paper, is 22% worse. In addition,
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it was concluded that the use of time or frequency
masks with mel-cepstral characteristic coefficients
reduces the recognition probability to the level of
guessing. Therefore, these feature extraction methods
should be abandoned.

So, taking into account all the data and analysis
results, we can conclude that mel-cepstral characteristic
coefficients with preliminary data normalization is
a reasonable pickup line for speaker speech detection.
Its high accuracy and reduced input data size make
this method the best choice for further research and
implementation in practical applications.

1. Zhang, Z.(2016), "Mechanics of human voice production and control”. The journal of the acoustical society of america

Vol.140.4. P. 2614-2635. DOI: https://doi.org/10.1121/1.4964509

2. Garellek, M.(2022), "Theoretical achievements of phonetics in the 21st century: Phonetics of voice quality”. Journal of
Phonetics VV0l.94(24). DOI: https://doi.org/10.1016/j.wocn.2022.101155

3. Abdul, Z. K., Al-Talabani A. K.(2022), "Mel Frequency Cepstral Coefficient and its Applications: A Review",
IEEE Access, Vol. 10, P. 122136-122158. DOI: https://doi.org/10.1109/ACCESS.2022.3223444

4. Ayvaz, U.(2022), "Automatic speaker recognition using mel-frequency cepstral coefficients through machine learning”.
CMC-Computers Materials & Continua. Vol.71(3), P. 5511-5521. DOI: https://doi.org/10.32604/cmc.2022.023278

5. Shalbbya, A. (2020), "Mel
https://doi.org/10.4108/eai.27-2-2020.2303173

frequency

cepstral

coefficient: a review". ICIDSSD, P. 1-10. DOIL:

6. Ramakrishnan, S. (2012), "Recognition of emotion from speech: A review". Speech Enhancement, Modeling and
Recognition Algorithms and Applications. Rijeka, Croatia: InTech, P. 121-136. DOI: https://doi.org/10.5772/39246

7. Wang, L.(2022), "A Machine Learning Assessment System for Spoken English Based on Linear Predictive Coding". Mobile
Information Systems, Vol. 2022 (5). P. 1-12. DOI: https://doi.org/10.1155/2022/6131572

8. Darling, D., Hinduja, J.(2022), "Feature Extraction in Speech Recognition using Linear Predictive Coding: An Overview".
i-Manager's Journal on Digital Signal Processing Vol. 10.2. 16 p. DOI: https://doi.org/10.26634/jdp.10.2.19289

9. Lonce, W. (2017), "Audio spectrogram representations for processing with convolutional neural networks". arXiv preprint

arXiv. P. 37-41. DOI: https://doi.org/10.48550/arXiv.1706.09559

10. Gong, Y., Chung, Y., Glass, J. (2021), "Audio spectrogram transformer". arXiv preprint arXiv:Version 3. available at:

https://arxiv.org/abs/2104.01778

11. Qiugiang, K. (2020), "Large-scale pretrained audio neural networks for audio pattern recognition”. IEEE/ACM Transactions
on Audio, Speech, and Language Processing, Vol. 28 (2020). P. 2880-2894. DOI: https://doi.org/10.48550/arXiv.1912.10211

12. Sandhya, P.(2020), "An Analysis of the Impact of Spectral Contrast Feature in Speech Emotion Recognition".
Third International Conference on Advances in Electronics, Computers and Communications (ICAECC). IEEE, Vol. 9. No. 2.

P. 87-95. DOI: https://doi.org/10.3991/ijes.v9i2.22983

13. Charbuty, B., Abdulazeez, A. (2021), "Classification based on decision tree algorithm for machine learning". Journal of
Applied Science and Technology Trends, Vol. 2.01 (2021). P. 20-28. DOI: https://doi.org/10.38094/jastt20165

14. Breiman, L. (2001), "Random
http://dx.doi.org/10.1023/A:1010933404324

forests".

Machine

learning Vol. 45 (2001). P. 5-32. DOL

15. Deshmukh, A.(2020), "Comparison of hidden markov model and recurrent neural network in automatic speech

recognition”, European Journal
https://doi.org/10.1051/itmconf/20235401016

of Engineering and Technology Research, Vol.

5.8 (2020). P. 958-965. DOI:

16. Ardila, R., Branson, M., Davis, K., Kohler, M., Meyer, J., Henretty, M., Morais, R., Saunders, L., Tyers, F., Weber, G.
(2020), "Common Voice: A Massively-Multilingual Speech Corpus". Proceedings of the Twelfth Language Resources and Evaluation
Conference, P. 4218-4222. DOI: https://doi.org/10.48550/arXiv.1912.06670

17. Goldsborough, P.
https://arxiv.org/abs/1610.01178

(2016), "A tour of tensorflow".

arXiv preprint arXiv:1610.01178 (2016). available at:

18. Havrashenko, A., Barkovska, A. (2023), "Analysis of word search algorithms in the dictionaries of machine
translation systems for artificial languages”. Computer systems and information technologies. No 2. P. 17-24. DOI:

https://doi.org/10.31891/csit-2023-2-2



https://arxiv.org/abs/2104.01778
https://arxiv.org/abs/1610.01178

ISSN 2522-9818 (print)
Cyuachuil cman HayKogux 00CIIONCeHy ma mexHono2itl 8 npomuciogocmi. 2023. Ne 4 (26) ISSN 2524-2296 (online)

19. Havrashenko, A., Barkovska, 0.(2023), "Analysis of text augmentation algorithms in artificial language machine translation
systems". Advanced Information Systems. No.7(1). P. 47-53. DOI: https://doi.org/10.20998/2522-9052.2023.1.08

20. Barkovska, O, Havrashenko, A., Kholiev, V., Sevostianova, 0.(2021), "Automatic text translation system for artificial
languages", Computer systems and information technologies. No. 3. P. 21-30. DOI: https://doi.org/10.31891/CSIT-2021-5-3

Received 30.11.2023
Bioomocmi npo asmopie / About the Authors

BapkoBcbka Ouecsi IOpiiBHa — KaHAMAAT TEXHIYHUX HAyK, JOLEHT, XAapKiBCbKUI HAalliOHAJbHHH YHIBEpPCUTET
PamioeNIeKTPOHIKHU, TOLEHT Kadeapu eJICKTPOHHUX OOYMCIIOBAIBHUX MalluH, XapkiB, Ykpaina; e-mail: olesia.barkovska@nure.ua;
ORCID ID: https://orcid.org/0000-0001-7496-4353

I'aBpamenxko AHTOH OueroBu4 — XapKiBCbKUH  HALliOHANBHUHM  YHIBEPCUTET  paXiOCICKTPOHIKHM,  acIipaHT
Kadeapy eJEeKTPOHHMX OOYMCIIOBAJIbHMX MalluH, XapkiB, VYkpaina, e-mail: anton.havrashenko@nure.ua; ORCID ID:
https://orcid.org/0000-0002-8802-0529

Barkovska Olesia — PhD (Engineering Sciences), Associate Professor, Kharkiv National University of Radio Electronics,
Associate Professor at the Department of Electronic Computers, Kharkiv, Ukraine.

Havrashenko Anton — Kharkiv National University of Radio Electronics, PhD student at the Department of Electronic
Computers, Kharkiv, Ukraine.

HEWPOMEPEKHA MO/IEJIb
YV 3ATAYAX OBPOBJIEHHS TA AHAJII3Y AYAIO®AWIIIB

IIpenMeToM mocTizKeHHsI € aHANI3 BIUIMBY €TalliB ITONEPEHHOT0 0OpPOOIEHHS ayJiopsiay Ha TOYHICTh BH3HAUEHHS MOBH CIIiKepa.
3HaYyIIiCTh TAaKOro OOpOOJEHHS MOMITHO 3pOciia B OCTaHHI POKU 3aBISKH i KIIOYOBIH posli B Pi3HOMAHITHHX 3aCTOCYBaHHSX,
30KpeMa: 3MeHIIeHHs o0csry iHdopmauii, QinbTpamis Ta OIyMONpPUTHIUYEHHS. YHACTiJOK 30UIbIICHHS MONMTY HAa PILICHHs 3a1a4
knacugikamii aymaioiHpopMarii OLIHIOBaHHS Ta TOPIBHAHHSA pI3HUX METOMIB OOpOOJICHHS aymiopsay CTaloTh BaXKJIMBUMHU
IUIS BU3HAYEHHS TOYHOCTI Ta €(EeKTHBHOCTI OTPUMAHOrO pimeHHA. MeTa podoTH — aHai3 BIUIMBY METOMAIB IOIEPEIHHOTO
00po6nenHs aynioiHdopmallii Ha TOYHICTP BU3HAUYEHHS MOBH CIiKepa /s BUKOPHUCTAHHS B MOJAJbLIOMY HaBYaHHI HeHpoMepeii
IUIA PI3HUX CHOCOOIB TMEPEeTBOPEHHS CUTHANB B O3HAKH, a caMe CIEKTPOTpaMH Ta MEIYacTOTHI KeNCTpalibHi KoedillieHTH.
s mocsATHEHHS TOCTaBJIeHOI MeTH Oy BH3HAYEHI TaKi 3aBHAHHS: MPOAHATI3yBaTH CHOCOOM MEPETBOPEHHS CHUTHAIY B O3HAKH
Ta aHaJ i3 MaTeMaTHYHHX MOJeEJNIeH JUIsd BUKOHAHHS aHaNi3y ayAiopsay 3a OOpaHHMH O3HaKaMH; PO3pOOUTH y3arajbHEHY MOJENb
HepeKiagy MOBH CIiKepa B peajJbHOMY 4aci Ta CIUIAHYBaTH €KCIIEPHMEHT 3aJIeKHO BiJ] OOpaHMX €TaliB MONepeHbOro 00poOIeHHs
aymiopsiy; 3MOJAETIOBATH EKCHEPHMEHT CrocoOOM HaBYaHHS Ta TECTYBaHHS 3TOpTKOBOI HEHpoHOi Mepexi. Buxopucrasi
Taki METOAM: METYaCTOTHUH KeNCTpalbHHH aHali3, CHPEKTpPalbHUH aHaNi3, MaTeMaTH4YHI METOIM INTYYHOTO IHTENeKTy.
JocarHyTi pe3yiabTaTH: 3aJI©KHO BiJl OOpaHHX METOJIB MOMEPEIHBOrO OOpPOOJICHHS TON0COBOI iH(opMaliii Ta pi3HUX CHOCO0IB
MEPETBOPEHHS CUTHAJTY B O3HAKU BAAJIOCS MOCITTH 93% TOYHOCTI BU3HAUYCHHS MOBH crikepa. [IpakTHYHOIO 3HAYyILIICTIO 1i€l podoTH
€ 30UIBIIEHHS TOYHOCTI MOAANBIIOro TpaHCKpHOyBaHHs aynioiHdopmanii Ta nmepexnagy chOpMOBAHOTO TEKCTYy OOPaHOIO MOBOIO,
30KpeMa IITyYHMMH MoOBaMu. BucHOBKH. VY mpomeci pobotu Oyno oO0paHO HalKpally IOCTiIOBHICTh €TalliB IOMEPEIHbOTO
00po6neHHs ayaioiHpopMaliii 3 METOI0 BUKOPUCTAHHS B MOJAJBLIOMY HaBUYaHHI HeWpoMepexi Uil Pi3HUX CIOCOOIB MepeTBOPEHHS
CUTHAJIIB B O3HAKH. J[JIs1 BUPIMICHHS OKPECIICHOT 3a1a4i Kpallle MiJX0/sTh METYaCTOTHI KeNCcTpasibHi kKoedirieHTH. OCKIILKU TOUHICTh
HeHpoMepexi 3aleKuTh BiXl ii CTPYKTypH, TO 31 30UIBLIICHHSAM OOCATIB BXiTHOI iH(pOpMAIii Ta KUTBKOCTI MOB pe3yJbTaTH MOXYTh
3MiHIOBaTHCs. AJie Ha MEBHOMY erami OyJo MPUIHATO pillIeHHS BHKOPUCTOBYBATH JIMIIE METYaCTOTHI KENCTpanbHi Koe(ilieHTH
3 HOpMaJIi3alli€lo Ha eTarli MornepeaHbpOro MiITOTOBICHH BXiTHOI iH(popMarrii.

Kuro4uoBi cjioBa: MemyacTOTHI KemcTpaibHI KOe(illi€HTH; CIPEKTporpaMa; 4acoBa MacKa;, YacTOTHA MackKa; HOpMai3alis;
HelipoMeperka; roJioc; ayiiops; MoBa.
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