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CHOICE OF MACHINE LEARNING MODELS
FOR PREDICTING THE DEVELOPMENT OF PSYCHOLOGICAL DISORDERS
IN PEOPLE WITH HYPOTHIREOSIS AND HYPERTHIREOSIS

The subject of this article is endocrinological diseases, namely, the analysis of complications in people with hypothyroidism
and hyperthyroidism. It is known that these diseases occur asymptomatically or in a way that may indicate other possible
diseases, so people do not suspect what exactly they are suffering from. Later, the diseases develop to the point where complications
occur in the body, some of the most dangerous of which are psychological disorders: depression, mania, aggression, etc.
Therefore, the aim of this work is to develop methods for predicting the occurrence of neurological deterioration in people
who have already been diagnosed with endocrinological diseases. The article solves the problem of choosing the best models
for predicting the occurrence of psychological disorders in people with endocrinological problems. Machine learning methods
that are widespread in the medical field were analyzed and one of them was chosen that more optimally solves all the tasks of the task.
The selection of criteria took into account potential problems with medical and psychological data. The method used was linear
additive convolution, which is used to select the best alternatives according to the results, with the Pareto principle, which aims to
exclude less suitable alternatives because all the features have lower values than in other options. For the experiment,
all features were converted into quantitative ones to calculate convolution values. The evaluation criteria are given in the paper.
The following results were obtained: the forecasting model in further study of this problem will be a random forest. Conclusions:
the forecasting methods were studied and a more optimal model was chosen using linear additive convolution, namely,
the random forest algorithm, its advantages and disadvantages were considered. A more detailed analysis of its development
will be presented in the following articles. A mathematical description of the chosen forecasting method is provided, which includes
potential ways of implementation and steps for building an algorithm for one of these methods.

Keywords: hypothyroidism; hyperthyroidism; psychological disorders; forecasting; linear additive convolution; Pareto
principle; random forest; decision tree; Gini index.

Introduction and nervous systems are affected. The disease negatively

affects physical, sexual, cognitive, and intellectual
functioning, and therefore may have atypical symptoms
that force patients to see different doctors because
of concerns about the heart, nerves, stomach, and
reproductive function, without realizing that the problem

Hypothyroidism and hyperthyroidism are among
the most common endocrine diseases of the thyroid
gland, the factors of which are

— environment

— bad habits; is different, and local treatment will not help overcome
— genetics; a global disease.

— unhealthy diet; A significant number of observations of endocrine
—allergies; disorders are devoted to the study of patients'
— iodine deficiency; psychological health, as it is known that deterioration
— stress. can range from passive or increased exhaustion to

According to the World Health Organization, they
rank second among endocrinopathies, and diabetes
mellitus ranks first.

According to research, the total number of people
who develop manifest hypothyroidism ranges from 3%
to 8%, and if we add cases of subclinical hypothyroidism,
it is 10% to 12%. The consequences of this disease
increase over time, as it has many effects on various
organs of the patient. Most often, the cardiovascular

unexpected aggressive and dangerous actions. And a long
course of the disease can cause parts of a person's
personality to be removed, such as states of affect
and memory impairment.

All patients develop complications that lead to
a deterioration in the psycho-emotional state, the nature
of which may vary depending on the severity of
the disease. M. Bleuler studied mental syndromes of
a narrow circle, namely deviant behavior that occurs
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due to endocrine diseases. His systematization is that
the scientist combined them into one structure, which
includes the following components:

—mood deterioration;

— lack of motivation;

— decrease in activity;

— change in instincts;

— change in urges [1].

Hyperthyroidism is a disease in which the thyroid
gland produces excessive amounts of hormones, which
can cause thyrotoxicosis. The disease occurs due to the
following causes: toxic denoma, toxic multinodular
goiter, and Graves' syndrome. Diagnosis of the disease
involves the use of imaging methods, ultrasound,
monitoring of iodine absorption, and biochemical tests.
Thyroid dysfunction negatively affects the skin,
reproductive, cardiovascular, immune, and gastric
systems. Treatment options include antithyroid drugs,
surgery, and radioactive iodine.

The disease can occur suddenly or develop in the
body over time, go away on its own or in remission.
The following symptoms are subtle: ventricular
arrhythmias, tachycardia. Dangerous signs are disorders
of the skin, eyes, musculoskeletal system, and neck.
Other signs of the disease include insomnia, anxiety,
irritability and depression, memory and attention
impairment, delirium, and apathy. One of the less
common complications is psychosis.

The relevance of the analysis of these two diseases
is that their rapid spread among the population,
asymptomatic or ambiguous development (i.e., the very
signs that may indicate abnormal endocrine behavior of
the body) make us believe that other problems have
arisen. After all, due to the many forms they can take, it is
very difficult to diagnose them in time, which causes
further complications, namely psychological disorders.
The patient's psycho-emotional state deteriorates,
ranging from various syndromes to severe disorders.
Therefore, after the diagnosis of hypothyroidism
and hyperthyroidism in a patient, it is necessary to
immediately analyze his or her mental health in order
to prevent its noticeable deterioration or the occurrence
of diseases associated with the nervous and mental
systems of the body in a timely manner.

Analysis of recent research and publications

Machine learning is becoming a widespread means
of prediction and diagnosis in medicine. There are many
methods aimed at determining the probability of certain

signs occurring given certain circumstances, which is the
most common purpose of their use in this area. Therefore,
the study of diseases using data mining methods is
currently appropriate and relevant [2, 3].

When discussing diseases that are common in the
world, endocrinological diseases are still the ones
that affect humanity. It is known that hypothyroidism
and hyperthyroidism, which are thyroid disorders that
cause abnormal regulation of thyroid hormones, can
develop asymptomatically or with signs that indicate
completely different diseases, becoming factors in other
complications due to late diagnosis [4, 5].

Some of these deteriorations are psychological
disorders, such as depression, mania, aggression, etc.
Neurological problems increase the damage to the entire
body, which makes it impossible to treat a patient with
hypothyroidism or hyperthyroidism normally [6].
Currently, many observations are aimed at analyzing
the course of endocrinological diseases or at options
for mitigating symptoms, so the problem of preventing
the development of psychological disorders due to
hypothyroidism and hyperthyroidism remains relevant.
This paper focuses on selecting one of the most optimal
machine learning methods for predicting whether
neurological problems may occur due to endocrinological
diseases [7].

Currently, a large number of models are used in the
medical field to improve diagnostic and preventive
treatment. Unfortunately, there are still cases when it is
extremely difficult to determine what exactly is affected
in the body, what are the causes of the disease,
neoplasms, complications, and even the patient's
condition. In these difficult tasks that doctors around
the world have to solve, it has become advisable to use
prognostic models in order to act in a timely manner
to find the appropriate and correct treatment for a person
as soon as possible, because it is easier to solve problems
before they occur.

One of the cases of building predictive models is
the development of a mathematical model to predict
intrauterine infection among newborns, as the obstetrics
and gynecology department warns of an increase in the
number of intrauterine infections that disrupt pregnancy
and increase the likelihood of prenatal death. A projective
and retrospective study was conducted among women
with  viral, bacterial, and combined infections.
The analysis included clinical and obstetric examinations,
and the prediction was made on a two-point scale using
multivariate discriminant analysis using the Statistica
statistical environment based on 105 indicators that were
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the result of a medical examination. As a result, the most
likely and influential factors were identified by the factor
structure matrix of the discriminant analysis protocol.

Pregnancy is known for many unpredictable
problems, so this topic is common among scientists.
Another study was aimed at creating a model for
predicting the course of pregnancy depending on
women's laboratory and instrumental parameters to
reduce the likelihood of preterm birth or antenatal fetal
death. Initially, all women underwent obstetric and
gynecological and somatic examinations to collect
materials for analysis. Means and standard deviations
were calculated using standard methods, but if there was
a significant discrepancy between the values, median
and quartile values were also calculated. Pearson and
Mann-Whitney's tests of agreement were used to
calculate the reliability of sample differences. Full
statistical analysis was performed using the Statistica 6.0
software package. The predictive model was developed
using fuzzy logic based on the Takagi-Sugeno fuzzy
framework. As a result, four models were built to predict
the term of labor, which is not likely to be preterm and
possible threats that, on the contrary, can cause it.

Hypothyroidism and hyperthyroidism are also being
studied using machine learning. For example,
representatives of Kharkiv National Medical University
analyzed the course of primary hypothyroidism in
Ukrainians who were forced to leave their homes due to
the war, which became a factor in cognitive and anxiety
disorders. Changes in the life of internally displaced
persons are accompanied by a modification of social and
psychological relations, which negatively affects the
mental state of a person, exacerbating the development
of depression. IDPs and persons permanently residing
in the Kharkiv region with a diagnosis of primary
hypothyroidism participated in the study. After clinical-
neurological and clinical-psychopathological analyzes,
the results were processed using a mathematical and
statistical approach using Statistica 6.0 and Student's
t-test. As a result, the average values with a possible
arithmetic mean error were obtained, and the
dependencies between the values were determined using
correlation analysis. It was found that among IDPs there
are more people with primary hypothyroidism manifested
in depression of varying degrees than in the second group
of people. Also, thyroid hormone deficiency caused
anxiety in all, but in those who did not change their
place of residence during the war, it was found to be the
most common [8-10].

It is worth mentioning studies on the treatment of
hypothyroidism. ~ The Ivano-Frankivsk  Medical
University considered the question of the greatest
effectiveness of alpha-lipoic acid Dialipon or the drug
Vitaxon. The medical parameters of 42 middle-aged
patients with primary hypothyroidism were studied:
clinical signs, neuropsychiatric disorders, organ damage.
Statistical processing was performed using the Statistica
package (StatSoft, Inc.) and nonparametric methods
of evaluating the results. Patients were divided into
two groups: the first group included people who were to
take Dialipone and Vitaxon as hormone therapy, and
the second group was prescribed L-thyroxine-randomly.
Some patients from both groups got better, but
a noticeable improvement was observed among people
taking Dialipon and Vitaxon. In addition, the liver also
showed positive dynamics, because it is responsible for
controlling the body's metabolism. Therefore, given that
metabolic changes can provoke nervous system damage,
it is necessary to take additional medications [11, 12].

An interesting study of endocrinological disease was
conducted on 48 mice. During the observation, the effect
of stress and physical activity on the thyroid gland in the
setting of hypothyroidism was analyzed. We directly
studied how chronic stress and physical training can
change the morphology of the gland by means of
microscopy and statistical analysis based on the
Student's t-test method. As a result, it was found that
the effects of stress and exercise did not change the
number of iodine-containing hormones and thyroid TSH
in hypothyroidism.

Endocrinopathies also have an impact on the dental
health of patients. Studies show that hypothyroidism and
hyperthyroidism cause pathological processes in the
periodontium, caries, and non-carious formations.
These processes are caused by the fact that thyroid
diseases disrupt metabolism, which provokes enamel and
dentin erosion, enamel necrosis, and tooth abrasion.
In patients with thyroid dysfunction, there is a correlation
between the prevalence of periodontal disease
(generalized periodontitis) and the time of disease
development and the activity of the process [13-15].

Identification of previously unsolved parts of the
overall problem. Purpose of the work, tasks

Currently, observations of known endocrinopathies
are devoted to the study of the course, possible treatments
and features of further complications, but the problem
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of preventing one of the most common complications —
the development of psychological disorders among
people with hypothyroidism and hyperthyroidism — still
remains relevant. The purpose of this study is to select the
most optimal or optimal methods for predicting the
deterioration of patients' psychological health, which will
process (process) medical and psychological indicators
of patients. And the next step will be to analyze the
proposed ways to avoid these difficulties against the
background of endocrinological disease [7].

Methods and materials

The multi-criteria task of choosing the most optimal
forecasting method in the medical field is to determine
the best one among all the proposed ones. Two types of
methods are used for this purpose. The first set of
methods aims to remove the number of evaluation criteria
by making assumptions in the process of ranking the
values of characteristics, and the second removes possible
options before the comparison begins.

The most effective method for this observation is
still the method from the first set, which includes the
convolution method, boundary criteria, distance, and
the main criterion.

The convolution method summarizes all the criteria.
Such methods are divided into additive, multiplicative,
and maximin convolution.

Additive is calculated by the formula

K(x)=2a;K;(x), @)

j=1
where K (x) —general criterion for the alternative x € X ;
(Ky (%), K (X),-.-K, (X)) — a set of initial criteria;

n — number of initial criteria; a; —a normalization

factor indicating the weight of the alternative.
The best of all possible alternatives to the problem
is calculated using the following formula:

X =argmax K (x) . 2
That is, the result is the largest value obtained by
the convolution method.

Multiplicative convolution
the formula

is calculated using

K(x)=TIT_ K (x). (3)

The maximin convolution is calculated by the
formula

K(x)=miax mjinainj(x). (4)

The best results for the multiplicative and maximin
convolutions are calculated using formula (2).

The method of threshold criteria is used in design
and planning problems in which the threshold values of

the criteria take on the values k; (X)Zk]—o; ji=1..n.

The calculation formula for this method is as follows:
K(x):mjin(Kj(x)/Kjo(x)). (5)

The best result is selected by formula (2).
The distance method uses distance as an additional
metric. For example, the following information is enough

to select the ideal solution (K,, ...,K,,). Let's calculate

the distance to the maximum value d(x) for each

alternative. Then the best alternative will be determined
by the formula

X =arg nxwelxnd(x) (6).

In working with the methods of the first group,
methods from the second group are used, namely,
the Pareto principle, when the best option is selected
from the list of alternatives remaining after this method
has eliminated the others by comparing their
characteristics and identifying the worst options because
their values had lower indicators.

The principle of equilibrium, or Nash's principle,
aims to reduce the number of alternatives and calculates
which one is inferior in terms of characteristics to the
others; it is closely related to the Pareto principle.

However, there are cases when uncontrollable
parameters complicate the solution of multi-criteria
problems, which can arise for various reasons. In such
cases, it is advisable to use the guaranteed outcome
method, which allows you to determine the worst case
response and a likely high and guaranteed value.

By considering the methods from the two groups,
you can choose the method that is most effective for the
study. It is not advisable not to analyze all the options,
so we will use the method from the first group and
convolution, because it is difficult to determine the
thresholds of the criteria.

The most common and simplest option is linear
additive convolution, so we will use it as a method
for determining the usefulness of models to select
the best one.

The first step is to identify all the criteria that will
be involved in the analysis of alternatives, and then
calculate their weighting values to describe the priority
in choosing the best option.
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The values of each criterion can be quantitative or
qualitative. This method operates with the former, so
if the alternatives have values of the latter type, it is
necessary to convert them to quantitative values.

When the quantitative values are known,
alternatives can be eliminated from the list using the
Pareto principle if the values of all criteria for a particular
alternative are lower than those of other options.
Next, the indicators are normalized if they are in different
ranges or measures of measurement, which can lead to
inaccurate and incorrect results, so it is better to
normalize the values of all criteria of all alternatives
with a range from O to 1.

In the case of maximization, you can normalize
by dividing the value of the criterion by the maximum,
while in the case of minimization, one is divided by it.

The next step is to rank the criteria for calculating
the weighting coefficients. We have n criteria, of which
the best one will have a value of n divided by n,
the least important one will have a value of n—1 divided
by n, and so on. Another way is to divide one by the
sum of all the criteria scores.

The last step is to calculate the convolution value
based on the alternatives: calculate the sum of the
products of the criteria values and their weighting
factors [16].

We have investigated forecasting methods for
selecting the best model for observation purposes.
To predict the development of mental disorders in
patients with hypothyroidism and hyperthyroidism, it is
necessary to apply methods that take into account the
medical and psychological indicators of patients. Further
research is aimed at analyzing the requirements for this
task and selecting the most optimal model among all
those described in the table.

The task is to solve a multi-criteria problem, namely,
to determine which machine learning method will better
predict the possible development of psychological
disorders in people with hypothyroidism and
hyperthyroidism to identify future ways to prevent them.

First, let's define a set of alternatives — these are
models that are more commonly used in the medical
field, among which we will choose an effective one
for the study.

Let's assume that we have

— linear regression;

— polynomial regression;

— logistic regression;

— decision trees;

— multilayer perceptron;

— k-nearest neighbors model;

— random forest;

— gradient boosting;

— Bayesian classification;

— ensemble of models;

- SVM.

Medical and psychological indicators of a patient
are determined by their unstable nature. They can have
abnormal, incomplete, empty, nonlinear values in a rather
significant amount, because psychological indicators will
be accurately taken by questionnaires, interviews, and
non-verbal tests. Therefore, the best option should not
neglect the peculiarities of these indicators. This means
that the model must process a large amount of input
information, which may be nonlinear, given that the model
must be able to handle missing indicators and respond to
noise. Therefore, the selection criteria were as follows:

— model complexity;

— type of training;

— ability to process nonlinear information;

— whether the error is taken into account;

—tendency to overlearn;

—working with large amounts of information;

—working with missing information;

—work with noise.

Create and fill in a table with all the alternatives and
the criteria that describe them (see Table 1).

Next, you need to convert the value of the criteria
into a numerical value. Let's consider each of them.

The complexity of the model lies in the training
method, the complexity and number of algorithms in
one forecasting method, and the number of layers in the
case of neural networks. Therefore, the values "simple"”,
"medium”, and "complex" are given accordingly.

The type of training presented in the table means
"with a teacher" or "without a teacher". It is easier to
create a model that does not require time to learn and
search for information, but if learning is based on
previous information, the result may be more likely,
so if the value is "without a teacher"”, it is 1 point, and
if it is the other way around, it is 2 points.

The criterion "ability to process nonlinear
information" indicates whether the model is able to work
with indicators that are scattered nonlinearly, as they may
have unexpected values, which is likely to affect the
overall result. Therefore, this feature should be taken
into account in the study. If the model has this feature,
the value is 1 point, if not, it is 0.
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Table 1. Experimental results

Characteristics
L Ability Does they . . .
Types Simplicity Type to process | takeinto | Tendency Working with | Working Working
of the D . large amounts | with missed | . .
of training | nonlinear account | torelearn . - . -~ | with noise
model . - of information |information
information | anerror?
Linear regression Simple With No No Less tend Yes Can not Can not
a teacher
Polyno_mlal simple With Has No Tend Works, but may Can not Can not
regression a teacher to relearn | be problems
LOg'S“.C Simple With No No Less tend Yes Can not Can not
regression a teacher
Decision trees Medium With Has No Tend Works, but may Can Can
a teacher to relearn | be problems
Multilayer Medium With Has No Tend Yes Can not Can not
perceptron a teacher to relearn
M(_Jdel k-nearest simple Without Has No Tend to Small amoqnt Can not Can not
neighbors a teacher relearn of information
Random Forest Medium With Has Yes Tend Yes Can Can
a teacher to relearn
Gradient boosting | Complex With Has Yes Less tend Works Can not Can
a teacher
Baye_5|_an . Simple Without Has Yes Less tend Works Can not Can not
classification a teacher
Ensemble of Complex with Has Yes Tend Works Can Can
models a teacher to relearn
SVM Medium With Has No Less tend V_Vo_rks_, Bubwith Can not Can not
a teacher limitations

Usually, a model cannot predict the exact percentage
of probability, so it is advisable to use a method that takes
into account the measurement error. If the model does,
the value is 1 point, otherwise it is 0 points.

Each model may be prone to overfitting, which is
possible under different conditions, or not at all, so if the
method is likely to have this problem, which is the worst,
the parameter value is O, if it is likely to have it under
special conditions, it is 1, and if the probability of this is
low (which is the best), then it is 2 points.

One of the main characteristics is working with
large amounts of information, so if this is natural for
the model, it is 2 points, if there are some restrictions,
then it is 1 point, otherwise - 0.

If the model can work with missing information
or noise, then it gets 1 point, and otherwise 0 points.

Replace the values in the table with quantitative
indicators. Also, at this stage, some alternatives can be
eliminated according to the Pareto principle if they are
inferior to other options by the criteria (see Table 2).

Table 2. Modified table after changing the information with quantitative indicators and applying the Pareto principle

Characteristics
Ability Does they . . .
Types Simplicity | Type of | to process | take into | Tendency Working with \_Nork_lng Working
o . large amounts with missed : .
of the model | training | nonlinear account | to relearn . - . . with noise
. - of information information
information | an error?
Linear 3 2 0 0 2 2 0 0
regression
Logistic 3 2 0 0 2 2 0 0
regression
Random Forest 2 2 1 1 1 2 1 1
Gradient 1 2 1 1 2 2 0 1
boosting
Bayesian 3 1 1 1 2 2 0 0
classification
SVM 2 2 1 0 2 1 0 0
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The last step is actually to calculate the values of the
linear additive convolution for each option, with the value
of the normalization factor calculated first for each

criterion (see Table 3).

Table 3. Convolution results

Model Convolution value
Linear regression 0,75974026
Logistic regression 0,75974026
Random Forest 2,680735931
Gradient boosting 1,70021645
Bayesian classification 1,252164502

As we can see, according to the convolution results,
the best model for this study is the random forest algorithm.

Research results and discussion

According to the results of the study, the best
machine learning method to be used to predict the
development of psychological disorders among people
with hypothyroidism and hyperthyroidism is Random
Forest [16].

Decision trees are known for their overfitting, which
causes an increase in the variance of predictions.
The Random Forest algorithm was developed to solve
the above problem, allowing to build ensemble forecasts,
but with a lower variance value, and it is similar to
backpropagation. Random forest is a modified decision
tree algorithm aimed at building not one but many trees,
each of which produces a certain result, and the final
one is the one that occurs most often. However, it differs
in that it has a second level of randomness: in the process
of optimizing node crushing, a random subset of features
is analyzed for subsequent decoration of the estimators,
and the random forest always determines the size
of the bootstrapped data set, according to the size of the
training sample [17].

Random forest significantly increases the accuracy
and efficiency of forecasting and classification.
The algorithm works as follows: first, during training,
a tree based on random information is built, and in
the process of dividing the nodes, a random subset of
characteristics is selected and the result that occurs most
often becomes the final one.

The advantages are:

—nonlinear information does not
efficiency of the algorithm;

— support for parallel processing;

—simplicity of application is that the only
parameters of the method are the number of randomly

affect the

selected features and the number of trees to be built on
a randomly selected subset of the data sample;

— there is no need to reduce the tree;

— the algorithm estimates the importance of criteria
and out-of-band accuracy in programs with large amounts
of information, where estimates can be overestimated.

But like bagging, random forest is not defined by
a lower bias. If a significant amount of information
contains unequally distributed and mutually independent
examples, overfitting is used — the process of selecting many
identical decision trees by the random forest algorithm,
each of which is overfitted, which is a known drawback.

In addition, it is prone to overfitting under certain
conditions, namely, if there are too many trees in the
forest, high correlation between them, small sample size,
incorrect set of hyperparameters, and too complex
data. The following methods are used to reduce the
likelihood of overfitting:

— cross-validation;

— increasing the size of information;

— limiting the depth of trees;

— tree diversity.

Despite its drawbacks, the Random Forest algorithm
is a more optimal option that processes a significant
amount of information, is able to work with noise, and
processes nonlinear, missing data, including measurement
error. It has several implementation methods [18, 19].

The algorithm is used to evaluate the importance of
the characteristics that need to be trained based on the
average out-of-bag error for each subsample item. Next,
before and after shuffling, it is necessary to determine the
average value of the difference in out-of-bag errors on all
trees, normalized by the standard deviation.

The main thing in building decision trees is the
method of selecting the attribute by which the division
will take place and the nodes will be built. There are the
following methods:

— ID3 algorithm, which uses the Gini index or
incremental method;

— C4.5 algorithm, which is a better version of ID3,
which takes into account the normalized growth;

— CART algorithm;

— modifications of the CART algorithm — IndCART,
DB-CART.

All trees are built in the following independent steps:

— generate a subset of size n from the training data
set randomly;

— build a tree of m randomly selected features;

— continue the process without cutting off until the
amount of data is complete.
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In general, the algorithm for constructing a decision
tree is as follows: it is necessary to calculate the entropy
of the input set s, , if s,=0, then:

1) all sample objects are of the same class;

2) store this class as a leaf of the tree.

If s,!=0, then:

1) determine the attribute that will divide the set in
such a way as to reduce the average entropy value;

2) the found attribute becomes a node of the
decision tree and is saved;

3) divide the sample into subsets depending on the
values of the selected attribute;

4) recursively continue the process for each
subset [20, 21].

Let's consider one of the tree building algorithms —
the CART algorithm. In it, each node has two subnodes.
At each step, the selected node attribute divides the set
into two parts: the right part, in which the rule is
executed, and the left part, in which the rule is not
executed. To select the optimal rule, the partitioning
quality evaluation function is applied. The evaluation
function, which uses the CART algorithm, is based on the
intuitive idea of reducing uncertainty in a node.
This means a partitioning that will result in a node having
as many examples of one class as possible and as few as
possible of all other classes. This concept is close to
entropy, but it uses a different measure of uncertainty,
for which the term "dirty node" is appropriate. In the
CART algorithm, the idea of a "dirty node" is formalized
in the Gini index. If a data set T contains data
from n classes, then the Gini index is defined as

Gini(T):l—Zn;pi2 : U]

where the parameter p, — is the probability of class i in T .
If the set T is split into two parts, T, and T, with
and N,

respectively, then the quality index of the split is equal to

Ginispm(T)=%Gini(Tl)+%Gini(Tz). ®).

the number of examples in each N,

The best split is the one for which Ginig,, (T) is
minimal. We denote the number of examples in a node
as N, where L and R are the number of examples in
the left and right descendants, respectively, I, and r, are

the number of examples of the i -th class in the left/right
descendant. Then the quality of the partitioning is
estimated by the following formula:

Gini, (T)=ﬁ[1—g('—ijzj+§[1—g(%ﬂ > min. (9)

The peculiarity of this index is the most optimal
breakdown of data to build a better decision tree [22, 23].

Conclusions and prospects
for further development

Modern medicine is increasingly using machine
learning methods to diagnose and predict diseases, their
course, and types of treatment. Such methods are
becoming widespread in this field, as they increase the
chances of a safer, more desirable, and accurate outcome.
Specifically, endocrinopathies are known for being
extremely difficult to detect in time, which leads to
a significant number of unpredictable consequences.

The paper examined the psychological problems
arising from hypothyroidism and hyperthyroidism,
namely, analyzed machine learning methods that can
calculate the likelihood of developing neurological
complications in the setting of these diseases for timely
action to eliminate the problem before it occurs.

An analysis of publications describing the ways in
which machine learning methods are used has shown that
the endocrinological issue is being studied, has prospects
for research, and is accompanied by new theories, but
these observations try to solve problems that have
already arisen or find ways to alleviate the patient's
condition without completely eliminating the problem.
Therefore, the purpose of the article was to find
analytical methods that would predict the likelihood of
developing psychological disorders in order to avoid
deterioration of patients diagnosed with hypothyroidism
or hyperthyroidism.

The paper discusses the symptoms and
consequences of hypothyroidism and hyperthyroidism,
examples of the implementation of machine learning
methods for prognostic purposes in the medical field,
proposes the methods studied in this observation based
on their common and distinctive characteristics, and
analyzes their advantages and disadvantages.

Linear additive convolution was applied to select
a more optimal model based on the requirements needed
in the outlined task, according to the results of which
the "random forest" algorithm is more effective [24, 25].

In the future, selected prediction methods based
on medical and psychological indicators will be studied
to predict the occurrence of psychological problems
due to hypothyroidism and hyperthyroidism in order to
introduce certain preventive measures aimed at avoiding
neurological complications [26-28].
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BUBIP MOJIEJEA MAIIIMHHOI'O HABYAHHS
JJIA ITPOI'HO3YBAHHSA PO3BUTKY IICUXOJOI'TYHUX PO3JIAAIB
YV JIIOJIEH I3 TIIOTUPEO30M TA I'IIEPTUPEO30M

ITpeamMeToM JOCTiX:KeHHS] B CTATTi € SHJOKPHHOJIOTIYHI 3aXBOPIOBAHHS, a caMe: aHali3 yCKJIAJHEHb Y JIIOJEH 3 TillOTHPeo30M
Ta TimepTupeo3oM. Bimomo, mo 1i XBOpoOM BHHHKAIOTH OE3CHMNITOMHO ab0 MOXYTh OyTH HACHiIKaMH IHIINX 3aXBOPIOBAHb,
Yyepe3 IO JIIOAM He MiJOo3pIOI0Th, Ha IO caMe XBOpitoTh. [li3Hille XBOpoOW 3a3BHYAil CIPUYMHSIOTH YCKJIaJHEHHS B OpraHi3Mi,
HAHEOE3MEYHIIMME 3 SIKUX € TMCHXOJOTIYHI pO3Jamu: Jempecis, MaHiaKaIbHICTh, arpeCHBHICTh TOHO. TOMy METOI0 POOOTH
€ PO3pOOJICHHS METOJB TPOTHO3YyBaHHS BHHUKHEHHS HEBPOJOTIYHMX MOTIPIICHb OPraHi3My B JIIOZCH, y SKHX B)KE BHSBICHO
€H/IOKPMHOJIOTIYHI 3aXBOPIOBAHHSA. Y CTAaTTi PO3B’s3yBajHCs 3aBAaHHSA BHUOOpPY KpalIMX MoOJeNel MPOTHO3yBaHHS BHHHUKHEHHS
IICUXOJIOTIYHMX PO3NAJIB Yy MAIi€HTIB 3 EHJOKPUHOJIOTIYHUMH NpoOieMaMH. AHai3yBajkCs METOIM MAIIMHHOTO HaBYaHHS,
MOIIMPEeHI B MEOWYHIN Tamy3i, Ta oOupaBcs OAWH i3 HUX, SKHH HAHOUTBII e(pEeKTUBHO BUpINIYe BCi MOCTABJICHI 3aBJaHHS.
YV BuOOpi KpHUTEPIiB y34TO O yBard MOTEHIHHI MpoOIeMH 3 MEAWYHHMH Ta INCHXOJOTIYHUMH ITOKa3HHUKaMH. YIIPOBAIKyBaBCs
MeTO/l JIiIHIHHOT aTUTUBHOI 3rOPTKHU U BUOOPY HAWKpamux 3a pe3yibTaTaMH albTEepHATHB, 13 mpuHOuNoM [lapero, cnpsmMoBaHHM
Ha BWJIyYCHHs HEMIJXOXHX albTepHATHB dYepe3 Te, L0 BCi O3HAKM MAalOTh MEHIII MOKa3HWKH, HDK B IHIIMX BapiaHTax.
JIns excrieprMeHTY BCi O3HaKHM KOHBEPTYBAJIHCS B KUIBKICHI JUIS MipaxyHKy 3Ha4YeHb 3ropTku. Kpurepii olliHKK HaBeneHi B poOOTi.
JIOCATHYTO TaKUX pe3yJbTaTiB: MOJECIUII0 NMPOrHO3YBaHHS B MOJAIBIIOMY JOCITIIKEHHI OKPECICHOTo 3aBIaHHs Oy/e BHIAIKOBHI
jic. BUCHOBKM: JOCIIIPKEHO METOAW NMPOTHO3YBaHHSA Ta OOpaHO OUIBII ONTHMalIbHY MOJENb 32 JONOMOTOIO JIiHIHHOI aXuTHBHOL
3rOPTKH, @ caMe aJrOpUTM "BHUIMAAKOBHUIl Jic", pO3IVISIHYTO MepeBard W HEeNONIKW 3a3Ha4deHoi Mopenmi. binbin neranbHuil aHamis 1i
po3poOiieHHsT Oyzae 3alpolOHOBAaHO B HACTYNHHX CTaTTsAX. HamaHo MareMaTnyHuii omuc oOpaHOTO METOAy HpPOTHO3YBaHHS,
IO MIiCTHTH IOTEHIIIHHI cIIoco0u pearizaiii Ta KpOKH o0y IOBH allTOPUTMY OJTHOTO 13 IUX CHOCOOIB.

KnarwouoBi cioBa: rimotupeos; rinepTHpeos; NCUXOJIOTIYHI PO3NaaW; MPOTHO3YBAHHS; JIiHIIiHA aJWTHBHA 3rOPTKA; HMPUHIUI
[TapeTo; anropur™ "BUNaAKOBHIA JIic"; nepeBo pileHb; iHaeKe Gini.
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