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APPROACH TO BUILDING A GLOBAL MOBILE AGENT WAY BASED ON
Q-LEARNING

Today, the problem of navigation of autonomous mobile systems in a space where disturbances are possible is urgent. The task of
finding a route for a mobile robot is a complex and non-trivial task. At the moment, there are many algorithms that allow you to solve
such problems in accordance with the specified criteria for building a route. Most of these algorithms are modifications of "basic"
path planning methods that are optimized for specific conditions. The subject of research in the article is the process of building a
global path for a mobile agent. The purpose of the work is to create an algorithm for planning the route of autonomous mobile
systems in space using the Q-learning algorithm. The following tasks are solved in the article: development of an approach to training
and support of a reinforcement learning algorithm for building a global path of a mobile agent; testing the agent's ability to find a path
in environments that are not in the training set. The following methods are used: graph theory, queuing theory, Markov decision-
making process theory and mathematical programming methods. The research is based on scientific articles and other materials from
foreign conferences and archives in the field of machine learning, deep learning and deep reinforcement learning. The following
results were obtained: an approach was formulated to construct the global path of a mobile agent based on the accumulated data in
the process of interaction with the external environment. The environment rewards these actions and the agent continues to carry them
out. This approach will allow this method to be applied to a wide range of situations and devices. Conclusions: This approach allows
accumulating the knowledge of the outside world for further decision-making when planning a route where the robot can acquire the
skill of self-learning, studying and training like a human, and finding the path from the initial state to the target state in an unknown
environment. In the modern world, the use of robots and autonomous systems is spreading, designed to replace or facilitate human
labor, make it safer and speed it up. Adaptive autonomous path finding algorithms are very important in many robotics applications.
Thus, navigation tasks with limited information are relevant today, since this is the main task that the agent solves, and one of the

tasks that are part of the robot during operation.
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Introduction

Today, the problem of navigation of autonomous
mobile systems in a space where disturbances are possible
is urgent. The problem lies in the fact that various
disturbances arising during the movement of work do not
allow the implementation of movement along a pre-
planned route and require current redevelopment in
accordance with the situation received from the sensors.
For autonomous systems, the problem is aggravated by the
need to automatically generate a model of the current
situation based on data from sensors and to integrate this
model of the situation with planning and control models in
real time [1].

In this work, by planning and control problems we
mean the problem of finding the optimal sequence of
actions, which leads to the agent getting from the initial
position to the final one. At the same time, at every step
the agent receives information about the environment.
This information may be complete or incomplete.

Complete information is that information that fully
describes the state of the agent together with the
environment [2]. In planning and control tasks, this can be
a map with a marked position of the agent on it. To solve
the navigation problem with complete information, one of
the classical search algorithms, such as Dijkstra's A*
algorithm, and their modifications, and the like, can
almost always be applied. However, in real conditions
such a map is very difficult or impossible to build, and
therefore most often we have only incomplete
information. Incomplete information in search tasks is
usually data from sensors at work or from some static
structures in the environment.

Effective mobile operations in 3-dimensional space

are the important research topic in artificial intelligence.
In the modern world, the use of robots on autonomous
systems is spreading, designed to replace or facilitate
human labor, make it safer and faster. Adaptive
autonomous pathfinding algorithms are very important in
many applications of robotics.

For example, it is very important for security
workers in the fire, rescue and police services to ensure
their own safety while performing tasks. They
independently penetrate into dangerous environments:
apartments, houses, premises of various types. Special
works of varying degrees of autonomy are disposable for a
long time in developed countries [3].

Many people use home helpers today. Robot vacuum
cleaners, voice assistants, smart home systems are getting
smarter every day, demonstrating advances in
understanding human speech, navigating the home,
monitoring room performance, and the like. From the
navigation side, most of them are arranged quite simply
and rely on classical algorithms for building maps and
planning using them.

Analysis of the problem and existing methods

The task of finding a route for a mobile robot is a
complex and non-trivial task. At the moment, there are
many algorithms that allow you to solve such problems in
accordance with the specified criteria for building a route.
Most of these algorithms are modifications of "basic" path
planning methods that are optimized for specific
conditions.

Pathfinding algorithms can be divided into 3 unique
groups:

1. graph-based algorithms;
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2. algorithms for avoiding obstacles;

3. algorithms using intelligent methods.

Analysis of the literature has shown that recently,
many different methods and algorithms have been
proposed for route planning [4-14]. The article [6]
presents a solution for planning the shortest route for
moving a robot in a maze based on the VVoronoi graph and
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has the following form in fig. 1. Algorithm represented in
fig. 1 is based on the use of the method and successfully
solves the problem of finding the optimal route using a set
of optimality criteria. The representation method is based
on the Voronoi graph and helps to avoid the problem of
path getting stuck during iteration at local minima and
provides more flexibility for route optimization.
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Fig. 1. Scheme of the method for finding the optimal route based on the VVoronoi graph

In [7], a global approach to route planning is
implemented using artificial potential fields for multi-
robot systems (MRS). A 3D lead map is created using
simplified lead functions. To create a three-dimensional
map, both the gravitational forces between the robots and
the target and the repulsive forces that push the robots
away from obstacles and each other are calculated. The
problem of local minima is solved by using a virtual
obstacle approach. The path of the robot is formed,
starting from the initial position of the robot to the target,
based on the generated 3D potential map that the mobile
robots should follow.

The article [9] proposes a method based on a genetic
algorithm for planning articulated-type mabile robots. The
proposed algorithm considers path planning as a
multipurpose optimization problem and evaluates the
effectiveness of the result based on four adjustable fitness
objective functions. The algorithm generates optimal ones
according to the Pareto principle. Fig. 2 shows a block
diagram of the proposed method based on a genetic
algorithm. The method takes as input an obstacle map
(W), a roadmap (Q) and several parameters associated
with the genetic algorithm, which gives the ideal sequence
of commands for the movement of the robot. The roadmap
(Q) is a series of predefined configurations of the hTetro

(g) robot, which defines a series of positions and
morphologies that the robot should arrive at during the
navigation process.

In [10], an algorithm for optimizing ant colonies
based on optimizing a swarm of particles is used to find
the optimal route. Due to various limitations such as
limited battery power and limited visibility, the ant colony
algorithm uses an improved pheromone update rule and a
heuristic function based on the particle swarm
optimization algorithm. The solution to the route planning
process is described as follows:

Step 1. The starting point and the target point in the
abstract model of the environment are determined first
after building a three-dimensional model of the
environment and determining the main direction of
movement of the ant.

Step 2. Based on the heuristic information and the
weight of the pheromone value, the next search point for
ants is determined by formula (10) in article [10].

Step 3. Then the local pheromone footprint is
updated in accordance with the formula (11) [10]

Step 4. Determine if all the ants have completed the
construction of the trail. If not, then go back to Step 2.

Step 5. The global pheromone footprint is updated
according to equation (14) in [10] to determine if the
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algorithm satisfies the stop condition. Otherwise, go back  to Step 2.
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Fig. 2. Scheme of the hTetro-GA algorithm [9]
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Analysis of existing solutions reflects the
individuality of using the developed methods for a
specific situation and device.

Formulation of the problem

This paper proposes an approach to building a global
path for a mobile agent based on the accumulated data in
the process of interacting with the external environment.
The environment rewards these actions and the agent
continues to carry them out. This approach will allow this
method to be applied to a wide range of situations and
devices.

The approach is as follows: there is a mobile agent
that interacts with the external environment described in
the form of a Markov decision making process (MDMP)
takes one of a predetermined set of actions. Using partial
learning algorithms, we are trying to find a strategy that
assigns actions to the states of the environment, one of
which the agent can choose in these states and achieve the
maximum reward. Interaction with the environment is
shown in fig. 3.

Agent

Fig. 3. Interaction of the agent with the environment

Formally, the approach to building a global mobile
agent path based on Q-learning is described as follows:

- the set of states of the external environment S;

- a set of actions A;

- lots of scalar "rewards".

At an arbitrary time instant t, the agent is
characterized by a state s, €S and a set of all possible

actions in the current state of the environment A(s;).
Making a choice of action a € A(s,) , the agent goes into a
state s;,; and receives a payoff r,. Based on such

interaction with the environment, the agent, thanks to
Q-learning, must develop a strategy Q:S— A that

maximizes the amount of reward R=r, +1, +---+7, in the
case of an MDMP having a terminal state, or the value:

R=>7'r, oy
t

for MDMP without terminal states (where 0 <y <1 is the

discount factor for "expected reward").
The general learning algorithm is shown in fig. 4,
where
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Fig. 4. Learning algorithm

Building a global mobile agent path based on Q-
learning.

Based on the reward that the agent receives from the
external environment, the utility function Q is formed,
which subsequently makes it possible not to randomly
choose a strategy of behavior, but to take into account the
accumulated experience of previous interaction with the
external environment.

Thus, the algorithm is a function of quality from
state and action:

Q:SxA—>R. 3)

Before training, Q is initialized with random values.
After that, at each moment of time t, the agent chooses an
action a, receives a reward r,, switches to a new state

St41» Which may depend on the previous state s, and the

selected action, and updates the function Q. Updating the
function uses a weighted average between the old and new
values:
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Q”eW (St+1’ a[+1) = Q(St ' a‘t) +
AT (1 + 7 max(Q™ (8,1, 8.1) ~ (S, ))),

where T=SxA—>S is a transition function,
Q™" (8.1, &,,) is the value of the objective function in the

next step, Q(s,,a,) — the value of the objective function at
the current position, max(Q™" (s, a.,)—Q(s,.a)) -

(4)

selection of the maximum value from the possible next
steps, seS — agent's current position, ae A — current
action, 4 €[0,1] — the speed of learning, the higher it is,

the more the agent trusts new information, R=SxA—R
— reward function, r, e R — the reward received in the
current position, y€[0,1] - gamma (decrease in
remuneration, discount factor), the smaller it is, the less the

agent thinks about the benefits of his future actions, s.,; —

the next selected position according to the next selected
action, a,,, — next selected action.

The main element in the Q-learning approach is the
reward matrix - the Q-table of the state of the system.
Matrix Q is a set of system states and weights of the
system's response to various actions. While trying to get
through the given environment, the mobile robot learns to
avoid obstacles and find its way to its destination. As a
result of the interaction between the agent and the external
environment, a Q-table of accumulated experience is built,
with the help of which the mobile robot decides on the
next step.

The algorithm for accumulating knowledge from the
external environment is shown in fig. 5.

Initialization
SSART,ay

> SES

—>< a€eA >

v

Q(s, a) =rand()

Fig. 5. Q-learning

One of the benefits of Q-learning is that it is able to
compare the expected utility of available activities without

v

Return
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/e

s = WSES

End

Q(s) = argmaxQ(s,a)

v

a=0Q(s)

Fromula (4)

4_

shaping environmental models it is used for situations that
can be represented as MDMP.
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Experiment results

In order to test the approach based on Q-learning, a
software implementation of the algorithm in the Python
programming language was made. During the simulation,
a computer with the following characteristics was used:
Intel Core i5-4300U 2.5 GHz processor, 8Gb RAM.

The software implementation of the algorithm
consists of two modules: the agent module and the
environment module. The agent affects the external
environment, and the external environment in response to
the agent's actions affects him.

At each step, the agent: performs an action (up,
down, right, left); receives observation (new state),
receives a reward. Wednesday: receives observation (new
state), issues reward.

The algorithms showed the fastest convergence with
the following parameters: A = 0.5; y = 0.99. The result of
the route planning simulation is shown in fig. 6.

For the proposed model, graphs of the main
indicators during training are shown: average, minimum
and maximum rewards and entropy of the resulting
strategy in figs. 7, 8.

Fig. 6. Example of a constructed route
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Fig. 7. Average, minimum and maximum training rewards
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Fig. 8. Entropy of the resulting strategy

The optimal "Q-table” has values that allow the the local environment, Q-learning uses local path

mobile robot to take the best action in each state, resulting
in the best route. Values from "Q-table" are used to create
a strategy when planning a route between two points. In
this case, it would be a greedy strategy, because the
mobile robot always takes the action it thinks is best in
each state.

planning. Thus, the robot can acquire the skill of self-
learning by learning and training like a human and looking
for a clear path from the initial state to the target state in
an unknown environment.

The work developed and trained a decision-making
system associated with high rates of success, finds short

Conclusions paths to the specified target points in scenes with both

training and variation sampling, demonstrating the ability

This article presents an approach to building a global ~ to generalize.

mobile agent path based on Q-learning. When changing
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HIAXII 10 IOBYAOBHU I'VTOBAJIBHOTI'O HIVIAXY MOBIJIBHOI'O AT'EHTA HA
OCHOBI Q-LEARNING

Ha cporomHi akTyanbHOIO € mpobieMa Hairamii aBTOHOMHHX MOOUTBHHX CHCTEM B MPOCTOpi, € MOMJIMBI OOypeHHS. 3aBHaHHS
MOIIYKY MapUIpyTy JJsi MOOLTBHOTO poOOTa - CKIIAJHE 1 HeTpHBiaJbHE 3aBIaHHA. Ha maHWii MOMEHT icHye 0e3Jiu aJroOpuTMiB, IO
JTO3BOJIAIOTH BHUPINIyBaTH TMOAIOHI 3aBIAHHS BIATIOBIIHO 1O 3aaHUX KPHUTEPIiB Ui MOOYIOBH MapmpyTy. Bennka dacTiHa X
anroputMiB € MomudikanisMu "0a30BHX" METONIB IUIAHYBaHHS NUIAXY, SKi ONTHMI30BaHI MiJ KOHKpeTHI ymoBH. IIpeamerom
JOCIHI/DKEHHST B CTATTi € mpoliec MOoOyJOBH TJIOOAIBHOrO IUIIXY MOOiUIbHOrO areHTa. MeTa poOOTH — CTBOPEHHS alTOPHTMY
TUTaHyBaHHSI MapUIPYTy aBTOHOMHHX MOOIJTBHHX CHCTEM B IPOCTOPi 3 BUKOPUCTaHHIM anroput™y Q-learning. Y cTaTTi BUpILIyIOTHCS
HACTYIHI 3aBJaHHS: PO3po0Ka MiAXOXy IO HAaBYaHHS Ta MIATPUMKH aNrOPUTMYy HaBYaHHS 3 MiAKPIMJIEHHAM s 1OOYIOBH
rJ00aNbHOro NUIIXY MOOITBHOTO areHTa; TeCTyBaHHS 3JJaTHOCTI areHra Jo0 MOLIyKy IUIIXY B CepelOBHUIIAX, BiICYTHIX B HAaOOpi it
TpeHyBaHHs. BUKOPHCTOBYIOTBCS Taki MeTOXHM: Teopisi rpadiB, TEOpis MacoBOro OOCIyroBYBaHHS, TEOPisi MapKOBCKOTO HPOIECy
MIPUAHSTTS PIillIeHb 1 METOIM MaTEMaTHYHOTO porpaMyBaHHA. JloCTiKeHHs TPYHTYEThCS HAa HAYKOBUX CTATTAX 1 IHIIUX MaTepiaigax
3apyOiKHUX KOoH(epeHmil i apXiBiB B 00JaCTi MAIIMHHOTO HABYaHHS, TIHOOKOTO HABYAHHS 1 TIIMOOKOTO HABUYAHHA 3 IMiIKPIIICHHIM.
OTpuMaHi HaCTyIHI pe3yJbTaTH: CHOPMYIBOBAHO MiIXiJg A0 MOOYIOBH TIIOOANBFHOTO HUISXYy MOOUTPHOTO areHTa Ha OCHOBI
HaKOITMYEHHX JTAaHWX B IPOIIECi B3aEMOIIi i3 30BHINIHIM cepenoBUIeM. HaBKOJIHMIIHE cepeoBHUINE Ja€ HArOpoIy 3a IIi [ii, a areHT
NPOJOBKYE iX BUKOHYyBaTH. Takuil MigXiA JO3BOJIUTH 3aCTOCOBYBATH Il MeTOJ ISl LIMPOKOTO KoJia CHTyalliid i mpucTpois.
BucnoBku: J{aHuii miaxix 103BoJis€e HAKOMMYYBATH CBOT 3HAHHS PO HABKOJIMIIHIN CBIT JUIs MOJAJBLIOTO MPUHHATTS PIillICHHS TpH
l'lJ'[aHyBaHHi Mapumpyty, Ae pO6OT MOXE OTPUMATU HABUK CaMOHaB4YaHHSA, BUBYAOYUCH i TPEHYIOUHUCH, AK JIFOAWHA, Ta 3HAXOAUTU
IUIAX BiJl MOYAaTKOBOTO CTaHy JO LiTbOBOTO CTaHy B HEBIJIOMOMY CepeloBHUI. Y Cy4acHOMY CBiTi MOIIMPIOETHCS BUKOPUCTAHHS
pOoOOTIB i aBTOHOMHHX CHCTEM, MPU3HAYCHNX 3aMIHUTH a00 MOJIETTINTH JTIOJCHKY MpAIlto, 3p00UTH ii OE3MEeYHINION 1 TPUCKOPUTH ii.
AnanTHBHI aBTOHOMHI aJTOPHTMH MOIIYKY LUIAXY Jy’Ke BaXIMBI B 0arathbox J0JaTKaX pPOOOTOTEXHIKH. TakuM YHHOM, 3aBIaHHS
HaBirarii 3 0OMexxeHOI0 iH(OPMAIIIEr0 aKTyallbHI ChOTOJIHI, TaK SIK IIe TOJIOBHE 3aB/IaHHS, K€ arcHT BUPIIIYE, 1 OHE i3 3aBJaHb, 10
BXOJSTh 10 CKJIa/ly, BAKOHYBaHHUX PoGOTOM MpU poGOTi.
KurouoBi ciioBa: manyBanHs nuisixy; Q- learning; MoOinbHI poOOTH; afanTHBHI aBTOHOMHI alTOPUTMH TOIIYKY.

NOAXO/JA K HIOCTPOEHUIO I'VIOBAJIBHOI'O ITYTU MOBHUJIBHOT'O ATEHTA
HA OCHOBE Q-LEARNING

Ha ceromnst axTyanpHO#l sBisieTcs mMpoOjeMa HaBHIallMd aBTOHOMHBIX MOOMJIBHBIX CHCTEM B IPOCTPAHCTBE, Il BO3MOXKHBI
BO3MYIIIEHHS. 3ajaya MMOWCKAa MapIipyTa Ui MOOWJIBHOro pobOoTa — CIOXHAas M HEeTpUBHANbHAs 3anava. Ha naHHBIE MOMEHT
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CYIIECTBYET MHOXXECTBO AJITOPUTMOB, MO3BOJISIOMIMX peIlaTh MOJOOHbBIE 33aJa4d B COOTBETCTBHU C 33JaHHBIMH KPUTEPHAMHU UL
MIOCTPOCHUST MapuipyTa. boibmas 4acTb STHX AJTOPUTMOB SIBISTIOTCS MOAW(HKAIMAMH "0a30BBIX" METONOB IUIAaHUPOBAHUS IYTH,
KOTOpBIE ONTHMH3UPOBAHBI IO KOHKpeTHble ycioBus. IIpeameTrom wHccienoBaHUsS B CTaThe SBISIETCS IIPOIECC ITOCTPOSHHMS
rio6ansHOro IMyTH MoOMIbHOTO areHrta. Ileas paboTHl — co3maHMe aNrOpUTMa IUIAHHPOBAHUS MaplIpyTa aBTOHOMHBIX MOOHMIBHBIX
CHCTEM B IIPOCTPAHCTBE C UCIIONB30BaHUEM aitroputMa Q-learning. B cratese pemrarorcs cienyronme 3agadn: pa3paboTka moaxoaa K
OOYUCHHIO W TOJJICPIKKE alropuTMa OOy4eHMs C MOAKPEIUICHHEM I IMOCTPOCHHS INIOOANBHOrO IIyTH MOOWIBHOTO arcHTa;
TECTHPOBAaHUE CIIOCOOHOCTH areHTa K MOHMCKY IIyTH B CpelaxX, OTCYTCTBYIOIIMX B Habope Uil TPEHHPOBKH. VICIonb3yloTcs
ClIeyIolIe MeTOABL: Teopust rpad)oB, TEOPUs MacCOBOTO OOCIY)KHMBaHHUS, TCOPHS MAapKOBCKOTO IpoLiecca MPUHATHS PELICHUH U
METOBl MAaTeMaTH4eCKOro IPOrpaMMHUpOBaHMs. FIccrenoBaHHE OCHOBBIBACTCS HA HAyYHBIX CTaThiX M JAPYTHX Marepuaiax
3apyOeKHBIX KOH(EpeHIMH ¥ apXWBOB B 00JaCTH MAaIIMHHOTO OOy4eHHs, IIyOOKOro oOydeHHs M TIIyOOKOro oOydeHus c
noakperuieHneM. [loydeHsl cienyiomue pe3yabTaThl: cHOPMYIHPOBAH MOAXOA K IOCTPOSHHIO TNIOOATEHOTO IMyTH MOOHIBHOTO
areHTa Ha OCHOBE HAaKOIUICHHBIX JAaHHBIX B IpoIlecce B3aMMOJICUCTBHUS ¢ BHeIIHeH cpenoil. Okpy»Karommas cpesia JaeT Harpamy 3a 9TH
JEHCTBYA, a areHT IPOJOJDKAET UX BBIOIHATH. Tako# I0IX0/] MO3BOJINUT HPUMEHSTH 3TOT METOJ ISl IMIMPOKOTo Kpyra CUTyalui u
ycTpoiicTB. BbiBoabl: [laHHBI MOAXOX NO3BOJSET HAKAIUIMBATH CBOM 3HAHMA O BHELIHEM MHpE A AAJbHEHIIETr0 NPUHITHA
pEIIeHUs NP IUTAHUPOBaHUU MapIIpPyTa, Ie POOOT MOXKET MONY4YUTh HABBIK CAMOOOYYEHUs, U3ydas U TPEHUPYACh, KaK YeNOBEK, U
HAaXOXJCHHE IIyThb OT HAyaJbHOTO COCTOSHMS K IIEICBOMY COCTOSHHMIO B HEHM3BECTHOIl cpene. B coBpeMeHHOM Mupe
pacmpocTpaHseTcsi UCHOJIb30BaHHE POOOTOB M AaBTOHOMHBIX CHCTEM, NpPEJHA3HAUCHHBIX 3aMEHUTh WM OOJIETYHTb YEIOBEYECKHUIl
TPy, cenath ee Oosiee Oe30macHOi U yCKOPHUTH ee. AJaNTHBHBIE aBTOHOMHBIC aJTOPUTMBI IOMCKA ITyTH OYEHb BAKHBI BO MHOTHX
MIPUIIOKEHUSX POOOTOTEXHUKH. TakuM 00pa3oM, 3a1aui HAaBUTAIMU C OrPaHMYECHHOM NH(OPMaIMeH aKTyalbHbI CETOAHS, TaK KaK 9TO
IJIaBHas 3a/1a4a, KOTOPYIO areHT PellaeT, U OJHa U3 3a/1a4, BXOJAIIMX B COCTaB, BBIIOJIHACMBIX POOOTOM IIpu padoTe.
KunroueBsbie ci1oBa: manuposanue mytH; Q-learning; MOOMIBHEIE pOOOTEI; ala THBHBIC aBTOHOMHBIE aJIrOPUTMBI IIOHCKA.
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