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A. BAKUROVA, A. SAVRANSKA, E. TERESCHENKO, D. SHYROKORAD, M. SHEVCHUK

ANALYSIS OF THE CRITERIA SELECTION PROBLEM
IN DIVERSIFICATION MODELS

The digitalization of the economy reduces the cost of doing business by automating the relevant processes, but any transformation
creates new risks and economic instability. Economic instability leads to a drop in the standard of living and, as a result, negatively
affects the activities of trade enterprises. Small and medium businesses are especially sensitive to any changes. The decrease in
demand for most everyday goods has a painful effect on the activities of small and medium-sized businesses and leads to the
emergence of new risks. These risks have a significant impact on reducing the profitability of enterprises. Therefore, it is important
for each enterprise to diversify the activities of the enterprise, which includes the expansion of the product range, the reorientation of
sales markets and the optimal distribution of goods between divisions of one enterprise.The subject of the article is multi-criteria
models of a diversified portfolio that minimize the risks that arise in the era of the digital economy when managing retail chains.
To formalize the problem, five models are proposed that differ in vector objective functions, both in the quantity and quality of the
selected criteria. The aim of the work is to analyze the problem of choosing criteria in the corresponding multicriteria or vector
diversification problems. The article examines the advantages of introducing an additional criterion of entropy maximization into the
criteria of the classical two-criteria model of portfolio theory, which characterizes the degree of diversity of the portfolio composition.
A complex combination of methods of classical portfolio theory and multicriteria optimization is applied. The results include
a comparison of three methods for solving the following problems: criteria convolution, successive concessions, and computer
simulation of the Pareto set. Conclusions: the results obtained will be useful for automating the risk management of retail chains.
The practical value is that the obtained results of real data for the network have demonstrated the possibility of using the developed
tool for automatic allocation of resources in the form of pareto-optimal portfolios in order to minimize risks.

Keywords: computer simulation; multicriteria problem; optimal portfolio problem; convolution of criteria; method of
successive concessions; Pareto set; entropy.

Introduction The portfolio theory has high potential in many

areas. Currently, different approaches to choosing

The transition to a digital economy and digital trade optimality criteria and solution algorithms are used to
in the world has had a significant impact on the Ukrainian =~ determine the best strategy. Both exact algorithms for
economy. Large-scale digital transformation was finding optimal solutions and approximate algorithms of
accelerated by the COVID-19 pandemic, which affected three

metaheuristic, and hyperheuristic [2]. The introduction of

categories have been developed: heuristic,

consumer behavior and changed the rules for business
operations. The digitalization of the economy reduces  machine learning technologies is relevant [3, 4]. Paper [3]

uses modern advances in neural network architecture
risk-based
portfolio performance: minimum variance, maximum

the cost of doing business by automating relevant

processes, but any transformation generates new risks and for efficient convex optimization for

economic instability. Economic instability leads to

a decline in living standards and, as a result, negatively
affects the activities of trading companies, especially in
the context of Ukraine's recovery [1]. Small and medium-
sized businesses are very sensitive to any changes.
The decline in demand for most everyday goods has
a painful impact on the activities of small and medium-
sized businesses and leads to the emergence of new risks.
These risks have a significant impact on the decline in the
profitability of enterprises. Therefore, it is important
for every enterprise to diversify its activities, which
involves expanding the product range, reorienting sales
markets, and optimizing the distribution of goods
between structural units.

diversification, and equal risk contribution [4]. Further
development of the use of neural networks for optimal
[5-7].
For example, paper [5] presents an approach to portfolio

portfolio construction tasks is covered in
construction strategy based on a hybrid machine learning
model that combines a convolutional neural network and
bidirectional long-term short-term memory with reliable
input characteristics derived from the Huber location for
stock forecasting and the Markovian mean-variance
model for the proposed optimal portfolio construction.
Paper [6] considers maximizing portfolio returns using
Reinforcement Learning, taking into account dynamic
risks corresponding to market conditions, by dynamically

© A. Bakurova, A. Savranska, E. Tereschenko, D. Shyrokorad, M. Shevchuk, 2023
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rebalancing the portfolio. Recurrent networks, namely the
Deep Belief-Recurrent Neural Network, together with
a hybrid algorithm called HH-DHO, are also used for
portfolio forecasting tasks [7].

Several studies contain the results of extending
methods for formalizing optimal portfolio problems [8, 9].
In [9], a method is proposed to reduce the problem to
a linear minimization program subject to a linear
constraint of an arbitrary positively homogeneous convex
functional, the dual set of which is given by linear
inequalities, which allows us to expand the class of linear
problems of portfolio theory

F=(F (x).F,(x)0 Fy (¥)) (1)
which is defined on the admissible set X . One of the
options for formalizing the set of alternatives is the
Pareto set.

The Pareto set
solutions x , for each of which there is an unacceptable

X consists of non-dominant

solution x” € X that satisfies the inequality
F(x') < F(5), @
where i =1,2,..., N, among which at least one is strict.

It is important to distinguish between two types
of formulations of multicriteria problems, namely,
an individual problem and a mass problem [8].
An individual problem has fixed parameters of the vector
objective function [ F=(F)]_LF_2,..,F_N), and
a system of constraints. In the formulation of a mass

problem, which has a common name, some parameters
are not fixed and are given by signs. For example,

the classical two-criteria Markowitz portfolio problem

with a vector objective function F=(R,D) is

a mass problem.

Methods for solving multi-criteria (vector) problems
are based on different approaches. One of them is the
construction of a generalized criterion that aggregates
the vector of criteria of the VOF (1). For example, the
method of linear or multiplicative convolution of
criteria, the majority criterion, the geometric criterion
based on immersion in a metric space. Another approach
is to determine the lexicographic order of the criteria.
Thus, attempts are being made to move from a multi-
criteria problem to a single-criteria problem or a sequence
of single-criteria problems with certain constraints.
The choice of a solution strategy has an impact on the
solution obtained, since the previous constraints on the
solution of the problem are changed and new constraints
are added. Not all methods can guarantee an acceptable
solution. In particular, for certain problems, the linear
convolution method does not allow to obtain a Pareto set.
In this regard, the problem of solving multi-criteria
problems using linear convolution of criteria (LCC) is
considered separately [14].

Let's consider this algorithm. The linear convolution
algorithms are based on the fact that, given a positively

definable VOF, the element xeX maximizing
(minimizing) the linear convolution of the criteria
N
F*(x)=YA4F,(x), 3)
v=l1

is pareto-optimal. Here the vector A € A, , where

A, :{/1 = (A )i 2 2 =1, 4, =1, 4, >0, u:l,z,...,N}.

Consider an individual problem with N criteria
to be maximized and defined on the set of admissible

solutions s X = {x} . Let us denote the set of alternatives
to this problem by X',X < X . If for each element
x*e X * there is a vector A* € A, corresponding to the
equality F*'(x*)= max F*(x), then the problem of
finding SA4 X* is considered to be solved using

algorithm. If the
determined in this way is characteristic of all individual

a linear convolution solution

problems of the mass problem, then for each of

them it 1is possible to find the MA using
convolution algorithms. This problem is unsolvable
by convolution algorithms if, for the problem

under consideration, there is an individual problem
from S4 X* containing such an element x*e X *

on which the convolution extremum F*(x)VAeA, is

not reached, ie., for any AeA, the inequality
Afow PPN

F*(x*)< max F (x) is clearly hold.

Another method for multicriteria

optimization problems is the method of sequential

solving

concessions, which requires a preliminary ranking of the
criteria by importance. At each step &, a single-criteria
problem with an objective function of rank % is solved.
New constraints are also added to the system of
constraints, which ensure that the value of criteria

from rank 1 to (k—1) deviates by the amount of

the permissible concession & >0,i=12,..,k-1.

The problem is solved when N  single-criteria

conditional optimization problems with criteria F;(x),
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where i=1,2,..,N are solved. The end result is

the optimal value of the least important criterion,
provided that the values of the previous criteria are
guaranteed. Paper [19] analyzes the effectiveness
of using the method of successive concessions to
solve multicriteria problems of diversification of
a centralized pharmacy network of different sizes
and identifies zones of stability in the space of parameters
of the method of concessions.

Solving multicriteria optimization problems is
a non-trivial task due to the conceptual uncertainty of
vectors that are incommensurable. The final decision is
always made by the decision maker. To justify such
a choice, it is necessary to assess the properties of the
solutions obtained by applying different approaches.

Therefore, the purpose of this article is to analyze
the problem of choosing a set of criteria and the
effectiveness of solving the multicriteria problem of
diversification of a retail network using different
linear convolution

methods: sequential concessions,

and computer modeling.

Statement of the problem and results

Let's formulate the mathematical problem of
diversifying a retail network in more detail and recall
the basic definitions. The mathematical formulation
uses the apparatus for describing multidimensional
random variables. The profitability of the network
is estimated as

n
R= Zi:lrfxi >

*

X

where the vector x* = is a share of retail chain units

#

X

in the chain's asset portfolio;
r, — profitability of the network unit, i = Ln.
Risk D, estimated using the variance matrix

W = |a)U| , 0 = cov(xi,xj) — covariance, i, j =1,n.

n n n
_ 2
D=) w:x +2§ D,X,X
i=1 i=1 j=1

if
0<x <1, Yx =L
i=1
As noted above, the classical optimal portfolio
model is a two-criteria problem with a vector objective
function Fz(R,D).

Let's apply the classical model to the formal
description of the problem of optimal distribution of
goods of a wholesale trade network among branches.
It is necessary to determine the share of goods for each
branch in order to maximize the profit R of the entire
network under the condition of minimal risk D.
To achieve the best possible ratio of expected
profitability and risk, it is important to carry out
diversification measures, the effectiveness of which
requires research. The peculiarity of the problem
is the presence of mutual influence between the
network units.

In such a formulation, it is necessary to define the
concepts of "profit" and "risk" in order to determine the
factors of influence and quality criteria for evaluating
possible alternatives.

Consider a chain with » outlets (branches).
Let us denote:

v, is the expected value of the goods sold in sales
prices of the i -th branch for the year (the average value
of sales for each branch for m years), i = I,_n .

v, is the expected value of sales of goods in
purchase prices of the i -th branch for the year (average
for m years), i:1,_n...;

v, is the expected amount of expenses of the

i -th branch for the year (average for m years), i = Ln.
Then v,, =v,; +v,, — cost price of goods sold.

The profitability of the i -th branch will be as follows:

4+,

=t )
'901'

Let us denote the share of the distributed resource of

the i -th branch by

x = —b )
> 9
i=1

then the profitability of the entire enterprise will be

as follows
R=Y"rx, . (6)
Really,
R= -+ * S _ z::l'gi — :’:1'90" _ I+
= 90[ :'1:1'901' 2;1901. 90

where ¢ — the expected cost of goods sold during the
year throughout the enterprise;
8, — the expected cost of goods sold during the

year across the enterprise.
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Risks in the process of forming an assortment
portfolio are calculated using the variance:

n n
D= Zmz i Py XXy =

(M
_Z @, L+2Z z,l‘%xtxw
where o, = cov(xl.,xj) is a covariance, @; = @, ,i,j =1,n.
xl
The solution is the vector x = . Knowing
.
X

n

x:‘, i=1,n, we can calculate the number of distributed

resources by branch. From formula (5) we have

* L, +U,;
X =

i
RS S

Hence

B S u E

— total distributed resource;

where » 9,

ZSZl. — the average value of total expenses for

a certain period;
9, — the average value of expenses for each

division for a particular period.
The level
determining the value of entropy according to the method

of diversification is assessed by
of K. Shannon, which characterizes the degree of
diversity of the system. The introduction of entropy
as the third criterion will allow to influence the
level of diversification, as well as the assortment

structure of the portfolio

E= —Zj:lxl. Inx,.

Below are five models for diversifying the portfolio
of a retail chain with different composition of VOFs (2).

MODEL 1 two-criteria

optimization problem with a vector objective function

corresponds to a

@, containing the criteria of risk D and entropy E .

*

xl
It is necessary to find the vector x" =| ... | in case
X,
of known W =| | cov j),that
D, = (D,E ), ®)
where

D=2,

n
O X; +22 Z | @;X,x; — min,

n
E= _Zizle Inx, — max.

Subject to restrictions on the level of profitability
r, —, which is chosen by the expert

n

and

0<x <l " x=L

MODEL 2 formalizes a three-criteria optimization

problem with a vector objective function @, containing

the criteria of network profitability R, risk D,
and entropy E .
x
It is necessary to find the vector x" =| ... | in case
X,
of known W = |a)y. , @ = cov(xl.,xj)that
®,=(R,D,E) , ©)

where

n
R= zi:lr,.xi — max

U ’ +2Z; IZ w’]x"xj —)mln

E= —Z; X, Inx;, — max .

D=2

Subject to restrictions on the level of profitability
r, —, which is chosen by the expert

n

and

n

0<x, <1, X" x=1I.

MODEL 3 is a single-criteria problem derived from
the classical problem with a vector objective function

F, =(R,D) by convolution of criteria in the form R/D .

X,
The solution of the problem is the vector x* = ..1. s
X,
it w =| | @, = cov x,,xj)are known that
®, =R/D — max , (10)
where
RS

i=1 172

Dz rlr+zzzwl/1/'
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Subject to restrictions on the level of profitability
r, —, which is chosen by the expert

n
R=3 >,
and

n

0<x <1, D" x-=I.

MODEL 4 is a two-criteria optimization problem

with a vector objective function ®@,, which contains the
convolution criterion from model 3, i.e., ®@,, and the

entropy criterion E .

xl
It is necessary to find the vector x =| .. |,
X,
if w= |a)[j , @ = cov(x,,xj)are known, that
b, =(F.E), (1)
where
®, =R/D — max ,
where

n
R= nx, ,

i=1

_ n 2 n n
D=3 0% +2Zi:lz/':l Gy XiX;

n
E :—Zl_:lxl. Inx, - max .

Subject to restrictions on the level of profitability
r, —, which is chosen by the expert

n

and

0<x <1, >  x =1

=17

MODEL 5 is a modification of Model 2 and
formalizes the problem of two-criteria optimization with

a vector objective function @, containing the criteria

of network profitability R andrisk D .

xl
It is necessary to find the vector x" =| ... | subject
X,
to known W = |a)ij , O = cov(xl.,xj),that
@, =(R,D), (12)

where

n
R:Z_ 7,X, — max ,
=1t

_ n 2 n n .
D=3 op +23 0 D @;%x; —>min.

Subject to restrictions on the level of profitability
r, —, which is chosen by the expert

n
R=D %20,

where

0<x <1, > x =1

i=171
The five models described above are mass tasks.
In the process of working with real numerical indicators,
corresponding individual tasks are formed.

Experiments

The experiments were carried out for individual
problems of models 1-5 based on the indicators provided
by the decision maker in the retail network.

To substantiate the choice of the final solution,
we will perform the solution using the methods related
to the construction of a common criterion and the method
of concessions for a different set of criteria, as well as
apply different software and analyze the results.

Numerical experiments were conducted on the same
indicators using different software: 1) using the method
of the reduced gradient in the "Solution Finder" service
MS Excel and 2) using the developed software in the
Matlab package [10].

First, let us consider the application of the solution
approach using the generalized -criterion of linear
convolution of criteria. It is necessary to construct
an optimization integral criterion with an objective
function of the form

C=Y" 4C —>extr, (13)
where C,— are the normalized values of the VOF

components (2), i.e. F =(C,,C,,...Cy);

27:1 a,=1, 0<a, <1 — is a constant denoting

the degree of importance of each partial criterion C, .

We build an optimization problem based on model 1
with the objective function

(D] — _aD/Dm.\E/E’"”*"m , (14)
where 0<a, <1 — is a constant denoting the degree

of importance of each partial criterion.
Optimization problem based on model 2 with the
objective function:
) DDy Emazmas
(1)2 — alR/RmmZ , (15)
where 0<a, <1 — a constant indicating the degree of

: . . . n
importance of each partial criterion, Zi:] a =1.
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Optimization problem based on model 5 with
an objective function:

D/ D, K mame ( 1 6)

The problem will be solved by linear convolution

D, =-a

of the criteria (3) using the method of reduced gradient
in the "Solution Finder" service of MS Excel.

We formulate an individual task of creating
an effective investment portfolio for a trading company

with five branches. Based on the data on sales and
expenses of this enterprise for five years (2017-2021),
the vectors of resource allocation 9, and profitability »

are compiled:
vg =(88228,15; 189947, 170569; 141857, 99669),

r =(0,0050; 0,0393; 0,0123; 0,0085;, 0,0116).

Covariance coefficients:

0,000663 0,0003 0,000091 -0,000214 0,000152
0,0003 0,000011 —-0,00033  —-0,00001  0,000024

®; =| 0,000091 -0,00033  0,000151  0,000004 —0,000139 |.
—-0,000214 —-0,00001 0,000004  0,000043 0,000028
-0,000152 0,000024 -0,000139 0,000028 0,000135

Standard deviation based on 20172021 data:
o =(0,0257, 0,003; 0,0123; 0,0086; 0,0116).

We find the efficient portfolio using the linear
convolution method under the condition @, =a, =0,5.

X =(0,13; 0,29; 0,25 0,19; 0,14),
R=Y 1,

D=3 o +23 ¥ oxx, =112 E-05,

=0,018,

E=0,67819.
Next, let's consider the method of sequential
concessions, which is used to solve multi-criteria

problems with a preliminary ranking of the criteria by
importance. At each step, a single-criteria conditional
optimization problem is solved. At the first step, the
objective function is the first-ranked optimization
criterion. The constraints coincide with the constraints of
the original problem. At each subsequent step & , a single-
criteria problem with an objective function of rank k is
solved and new constraints are added to ensure that the
values of the criteria from rank 1 to k—1 deviate by the
amount of the permissible deviation 6, >0,i=1,2,....k—1.

Let's demonstrate the work of the method of
sequential concessions on the example of model 2 with

a vector objective function F, =(R,D,E) under the

condition of ranking the criteria: entropy > risk > profit,
ie. E>D>R. With the chosen ranking, we have
the following sequence of single-criteria conditional
optimization problems.

First step.

E= —ZLI X, Inx, - max ,

n
= >
R Zi:] hix = rp

\ (17
0<x <Ly’ x =1

The value E* is the optimal value according
to the first rank criterion.

Second step.
The objective function is to minimize the risk.
The condition of deviation &, >0 of the optimal value

of E* by the amount of the permissible concession
is added to the constraints of the original problem:

D= z L @ X; +2z;z‘ DX, X, — min ,
‘—Z:leilnxi—E*‘Sé'l

R=Y) 1x 2, (18)
0<x<LY" x=1.

The risk value D* is the optimal value according
to the second-ranked criterion.

Third step.

The objective function is to maximize the profit R .
To the constraints of the second step problem, we add
the condition that the optimal value of D* deviates

by no more than the amount of acceptable deviations
o0 _2>0:

R=3" rx —max
‘—Zf’_ x, Inx, —E*‘g(sl
‘Z w,x; +2) " > oxx, ~D|<6,
R=Y"rx>r,

0<x, <L) x=1.

(19)

Eight experiments were conducted, the content
of which is presented in Table 1.
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Table 1. Content of the experiments conducted

Ne Experiment Model Contentofcriteria Solutionmethod
1 Model 1, ®'1 E, D LCC (14)
2 Model 2, ®'2 E, D, R LCC (15)
3 Model 5, ®'5 D, R LCC (16)
4 Model 1, @1 E>D concession (8)
5 Model 2, ®2 E>D>R concession (9)
6 Model 2, @2 E>R>D concession (9)
7 Model 3, ®3 R, D multiplicativeconvolution (10)
8 Model 4, 4 E>®3 concession (11)

The results of experiment 1 on model 1 with the
solution by the method of linear convolution of criteria
and computer modeling are shown in Fig. 1. The optimal
solution is obtained in the form of a vector

Fig. 1. Experiment 1: model 1(LCC) F1(6) entropy + risk

The second experiment consisted of solving the
problem according to model 2 by the method of linear
convolution of criteria. The results of computer modeling
are shown in Fig. 2.

X:(0.124;0.201;0.032;0.445;0.197), at which the

optimal values of the criteria: MinD = 2.0467x107,
MaxR =0.015, MaxE =1.3729 are achieved.

The optimal solution is obtained in the form of
a vector X =(0.001;0.939;0.001;0.035;0.023), at which

the optimal values of the criteriaz MinD = 0.000013,
Max R =0.037512, MaxE =0.2772 are achieved.

Fig. 2. Experiment 2: model 2(LCC) F'2(7) entropy + risk + profit — projection on the plane (profit, risk) (R, D)
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The results of experiment 5 were atypical, since
method  of
according to model 2 led to an invalid solution

X:(0.095;0.277;0.069;0.325;0.233), at which the

the solution by the concessions

Fig. 3. Experiment 5: Model 2 (concession method): E>D>R.

MinR =0.000030, MaxE =1

are achieved. The results of computer modeling for

values of the criteria:

this case are shown in Fig. 3.

Yellow color — the area of concession in terms of entropy E , green color — the area of concession in terms of risk D

The results of experiment 7 are related to model 3
and are shown in Fig. 4. The optimal solution has the

form X=(0.038;0.206;0.063;0.679;0.013), at which

Fig. 4. Experiment 7, model 3 with R/D convolution

The results of the experiments conducted on the
same indicators using different software are shown
in Table 2.

The analysis of Table 2 shows that the results
obtained belong to the Pareto set in all experiments and
are non-dominant and non-comparable, except for the
non-Pareto result of Experiment 7. A comparison of

the optimal values of the criteriaz MinD = 0.000028,
MaxR =0.015, MaxFE =0.9425 are achieved.

results 7 and 8 shows that the risk is reduced when the
entropy criterion is introduced. The fact that experiment 8
dominates the result of 7 proves the importance of adding
entropy. Comparison of the results of experiments 1
and 2 proves the necessity of introducing the profitability
criterion. The analysis of the results when applying the
method of linear convolution of criteria proves that
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only the application of all three criteria allows to obtain
an adequate result (experiments 1-3, 7). Experiments 4
and 8 demonstrated tolerance to the results of the
entropy and risk criteria when using the concession
method, and in the process of implementing the LCC,
the result improves in terms of entropy and deteriorates
in terms of risk (experiments 1 and 4, 8). The result of

experiment 5 is that in the concession method
we set 10% of the possible deviation. The numerical
method did not allow us to find this result. The deviation
in the second step is 40%. That is, by analogy with
the concept of intractability by the convolution
method, we can consider this example as intractable

by the concession method.

Table 2. Results of solving the problem of enterprise diversification

MS Excel MATLAB
Neexp Max E Max R Min D Neexp Max E Max R Min D
1 0,69088 0,015 4,09E-05 1 1,3729 0,015 2,05 E-05
4 0,62907 0,015 2,39E-05 4 1,456153 0,015122 2,50 E-05
8 0,62907 0,015 2,39E-05 8 0,973765 0,015 1,40 E-05
5 0,62907 0,01575 2,63E-05 5 1,469858 0,017697 3,40 E-05
6 0,62907 0,02067 4,45E-05 6 1,452399 0,017933 3,30 E-05
2 0,61663 0,02301 5,98E-05 2 0,27729 0,037512 1,30 E-05
3 4,05E-08 0,0393 1,10E-05 3 0,000011 0,0393 1,45 E-05
7 3,80E-08 0,0393 1,10E-05 7 0,942531 0,015 2,80 E-05

Different results in MS Excel and Matlab indicate
the peculiarities of the numerical solution and the
problem of software selection. Built-in MS Excel services
and built-in Matlab functions apply numerical methods,
which produces standard features of numerical solutions,
such as the accumulation of numerical method errors
and calculation errors.

Discussions and Conclusions

To formalize the problem, five models are proposed,
which differ in vector objective functions both in terms
of the number and quality of the selected criteria.

Two methods of solving multicriteria problems are
considered. The first is the construction of a generalized
criterion based on the components of the objective
function vector of a multicriteria problem. The second
method is a step-by-step solution based on the
lexicographic order of the criteria in terms of importance
to the decision maker. The results of the experiments
allow us to draw general conclusions: the use of the
entropy criterion reduces risk; model 2 helps to
obtain the highest profitability when solving both
criteria and concessions by the linear convolution
method; the

a non-Pareto solution.

multiplicative  convolution produces
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AHAJII3 3AJJAYI BUBOPY KPUTEPIiB
Y MOJIEJISIX TUBEPCU®IKALIT

[Mudposizallis €KOHOMIKM 3HHXYE BapTiCTh BeICHHS Oi3HECy 3aBASKM aBTOMATH3allil BIAMOBIMHHX TMPOIECIB, ajne Oyab-sIKa
TpaHcopMaliss TeHepye HOBI pPH3UKH, HECTIHKICTh eKOHOMikH. ExKoHOMiYHa HecTaOLTBHICTH NPU3BOAWTE OO MaJIiHHA
piBHS OKHTTS Ta, SK HACHiJOK, HETaTHBHO BIUIMBAE HA [iSUIBHICTH TOPrOBENBHUX MiANpUEMCTB. OCOOIMBO YyTIMBUMH
o0 Oynab-sIKMX 3MiH € cepeqHidi Ta Manmuid Oi3Hec. 3HWKEHHS MONMTY Ha OUIBIIICT TOBapiB IMOBCAKACHHOIO BXKHBaHHS
OOJIICHO TO3HAYa€ThCS HA [ISUIBHOCTI TOPTOBENBHMX MHIIINPHEMCTB MaJoOro Ta CEpefHbOro Oi3HeCy, NPH3BOIUTH OO IOSIBU
HOBHX pu3HUKiB. Lli pH3WKM iCTOTHO BIUIMBAaIOTh HAa 3HIDKEHHSA NPHOYTKOBOCTI MiANPHEMCTB. TOMYy BaKIMBUM IUISi KOXKHOTO
MiINpUEMCTBA €  3aBOaHHs  AuBepcubikamii  IisUTbHOCTI, 10 mepexdavyac  PO3LIMPEHHS TOBAPHOTO  aCOPTHMEHTY,
MEPEOPIEHTALIII0 PHHKIB 30yTy Ta ONTHMANBGHUA pO3IOALT TOBapiB MiX MiOpo3diiaMd omHoro miampuemctBa. I[lpeamerom
JOOCJIiIuKeHHSI CTAaTTi € OaraTOKpHUTepialbHI MOAET AMBEpCH(]IKOBAHOTO MOpPTQeEns, MO MiHIMI3YIOTh PU3HKH, SKi BHHUKAIOTH
B emoxy IudpoBol eKOHOMIKM B YNPaBIiHHI MepeXaMH TOProBeJIbHUX —mignpueMmctB. /[l dopmamizamii  3amaqi
3aMpONOHOBAaHO II'ATh MOZETCH, IO pPI3HATECS BEKTOPHUMH IUTHOBUMH (YHKIISAMH SK 3a KUIBKICTIO, TaK 1 3a SKICTIO
oOpanux kputepiiB. MeTow podoTH € aHamiz mnpobimemu BHOOPY KpUTepiiB y BIANOBIZHHX OaraToKpUTEpiaJbHUX,
abo BEKTOpHHMX, 3ajadax auBepcudikamii. Y CTaTTi JOCIHIUKYIOThCS IepeBard BBEAEHHS 10 CKIAay KpPUTEpiiB KIacHIHOI
JIBOKpUTEpiabHOI MOJeNi TMOpTQenbHOl Teopii KPHUTEpil0 MaKCHMi3alii eHTpOmi, IO BH3HAYA€E CTYIiHb PI3HOMAHITHOCTI
cknaay noptdens. 3aCTOCOBYEThCS KOMIUIEKCHE IOEAHAHHS METOJIB KJIacH4HOi Teopii mopTdens Ta OGaraToKpuTepialbHOT
ontuMizanii. Pe3yJbTaTamMu JOCTiTKEeHHsI € TOPIBHAHHA TPHbOX METOMAIB PO3B’S3yBaHHA TaKWX 3ajgad: 3ropTKa KPHTEpiiB,
MOCITIJIOBHI TOCTYNKA Ta KOMII'IOTepHE MOZAETIOBaHHS MHOXHWHHU [lapeto. BucHOBKH: 3700yTi pe3ynbTatd OyIoyThb KOPHUCHHUMH
JUIL  aBTOMATW3allii yNpaBliHHA pPHU3UKaMH TOPrOBEJbHHX Mepexk. IIpakTMuHa WiHHICTE pOOOTH TMoisirac B  TOMY,
IO JOCATHYTI pe3yNbTaTH HA peaJbHUX NaHUX M MEpexi MPOJEMOHCTPYBald MOXIMBICTH 3aCTOCYBaHHS pPO3pOOJIEHOTO
IHCTPYMEHTY IJIsl aBTOMAaTHYHOTO PO3MOITY PECYPCiB y BUTIIAI MapeTOONTUMAIBHUX TOPTQENiB i3 METOI0 MiHIMI3aIlil pHU3HKIB.

KirouoBi cioBa: OaraToxpurtepianbHa 3ajada; 3ajada ONTHMAaJbHOTO HOPTQENs; 3ropTka KpUTEpiiB; METOJ MOCIiTOBHHX
HOCTYIOK; MHOXKHHA [TapeTo; eHTpomis.
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O. BARKOVSKA, A. HAVRASHENKO

ANALYSIS OF THE INFLUENCE OF SELECTED AUDIO PRE-PROCESSING STAGES
ON ACCURACY OF SPEAKER LANGUAGE RECOGNITION

The subject matter of the study is the analysis of the influence of pre-processing stages of the audio on the accuracy of speaker
language regognition. The importance of audio pre-processing has grown significantly in recent years due to its key role in a variety
of applications such as data reduction, filtering, and denoising. Taking into account the growing demand for accuracy and efficiency
of audio information classification methods, evaluation and comparison of different audio pre-processing methods becomes important
part of determining optimal solutions. The goal of this study is to select the best sequence of stages of pre-processing audio data for
use in further training of a neural network for various ways of converting signals into features, namely, spectrograms and mel-cepstral
characteristic coefficients. In order to achieve the goal, the following tasks were solved: analysis of ways of transforming the signal
into certain characteristics and analysis of mathematical models for performing an analysis of the audio series by selected
characteristics were carried out. After that, a generalized model of real-time translation of the speaker's speech was developed and the
experiment was planned depending on the selected stages of pre-processing of the audio. To conclude, the neural network was trained
and tested for the planned experiments. The following methods were used: mel-cepstral characteristic coefficients, spectrogram, time
mask, frequency mask, normalization. The following results were obtained: depending on the selected stages of pre-processing of
voice information and various ways of converting the signal into certain features, it is possible to achieve speech recognition accuracy
up to 93%. The practical significance of this work is to increase the accuracy of further transcription of audio information and
translation of the formed text into the chosen language, including artificial laguages. Conclusions: In the course of the work, the best
sequence of stages of pre-processing audio data was selected for use in further training of the neural network for different ways to
convert signals into features. Mel-cepstral characteristic coefficients are better suited for solving our problem. Since the neural
network strongly depends on its structure, the results may change with the increase in the volume of input data and the number of
languages. But at this stage, it was decided to use only mel-cepstral characteristic coefficients with normalization.

Keywords: mel-cepstral characteristic coefficients; spectrogram; time mask; frequency mask; normalization; neural network;
voice; audio series; speech.

Introduction

Voice is the result of the vibration of the vocal
folds (vocal cords) in the human larynx. These vibrations
generate sound, which is then modified by various
parts of the mouth and nasal cavities, as well as the
lips and tongue. The physical basis of voice includes
aspects such as frequency, amplitude, waveform, and
other parameters [1, 2]. Here are some of the main
criteria of the voice and how they are represented
in a spectral diagram.

Frequency determines the pitch of the voice and
is measured in hertz (Hz). Figure 1 shows the frequencies
increasing along the vertical axis.

Amplitude defines the loudness of a sound and is

Fig. 1. Example of a spectrogram
measured in decibels (dB). The legend on the right

(Fig. 1) shows that color intensity increases with density.

Dynamics indicates variations in the volume of the
speech, such as pauses and quiet zones. Pauses in speech
are displayed with minimal dynamics. In the figure,
we can see a pause in the first 0.5 seconds, and
from 4.5 to 6 seconds.

Timbre defines the unique characteristics of a voice
that distinguish it from other voices. Different timbres
are represented by different shapes on the spectrogram.

Intonation determines the melody and rhythm of
speech. Changes in intonation can be detected in the
shape and location of intense sectors on the spectrogram.

© 0. Barkovska, A. Havrashenko, 2023
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Each language can have its own peculiarities in the
spectral composition of the voice, due to the phonetic
features and nature of the sounds that make up it.
Voice spectral diagrams can be used to analyze these
differences and to study various language features.

The relevance of this study lies in the fact that in
today's world, where globalization and international
communication are becoming a necessity, speaker
recognition systems with subsequent translation
into the chosen language are becoming extremely
important. These technologies are revolutionizing the

way we communicate and interact in different cultural

and linguistic environments. Thanks to this, speaker
recognition systems can become an integral part of our
digital lives, helping to make the world more connected
and diverse. The practical significance of this work is
to increase the accuracy of further transcription
of audio information and translation of the generated

text into the chosen language.

Materials and methods

A generalized traditional voice signal processing
pipeline is shown in Figure 2.

Signal Pre- :i"t:;:ng and
acquisition processing g )
processing

Feature
extraction

Output of
Modeling
the result

Fig. 2. Traditional voice signal processing pipeline

Each of these stages has certain tasks, the quality
of which will affect the next step. The purpose and
tasks of each stage are described below.

—signal acquisition is recording or selecting
an audio file to be processed;

— pre-processing involves converting the signal
from analog to digital format for further processing;

— filtering and signal processing usually involves the
use of various filters to extract useful information, such
as reducing background noise or enhancing harsh sounds;

— feature extraction is necessary to reduce the amount

of input data, which speeds up the processing time of

incoming audio files without losing processing accuracy;
— modeling in the context of voice signal processing
means creating mathematical models or algorithms that
can learn and recognize certain properties of voice signals;
—the result is displayed in a form suitable for
the user, with the possibility of further processing
of the received data.

In this paper, the research is focused on the
feature extraction and modeling stages, so let's consider
them in more detail. Among the existing possible

ways to convert a signal into certain features,
we can distinguish:

— mel-cepstral characteristic coefficients

— linear coding with prediction;

— spectrogram.

The shallow mel-cepstral characteristic coefficients
are one of the frequently used features used in a variety
of applications, especially in voice signal processing,
such as speaker recognition, voice recognition, and
gender identification. The mel-cepstral characteristic
coefficients can be calculated by performing
five sequential processes (Figure 3), namely, framing
the signal, calculating the power spectrum, applying
a bank of chalk filters to the obtained power spectra,
calculating the logarithms of all filter banks, and finally

applying the discrete cosine transform [3, 4, 5].

Pre (Fower ( ’L ith Mel- .
) . . ogarithmi el-cepstra
H Framing '—vSFE'IFUm H Filtering DC
prl:rcessmg calculation | _‘Zﬂticln coefficients

Fig. 3. Scheme for determining fine-frequency capstral coefficients

Speech signal analysis aims to find more

informative, compact, and relevant knowledge than
the raw speech signal data itself. Vocal tract features
(also called segmental, spectral, or system features) [6]
are one of the well-known representations of speech
analysis. Among the most well-known applications that

use the mel-cepstral characteristic coefficients of the

speech signal are emotion recognition in speech,
speech and dialect recognition, and speech recognition,
as shown in the following subsections.

Linear Predictive Coding (LPC) is a method of
analyzing and modeling an audio signal. Linear
prediction analysis can provide a set of speech signal

model parameters that accurately represent the spectral
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amplitude of the speech signal, taking into account
a variety of articulatory and phonetic features.

LPC can mimic the human articulatory system
very well and, therefore, has some advantages in
extracting speech feature parameters [7, 8].

The obtained LPC coefficients can serve as
an acoustic signature of the voice, which allows them
to be used for speaker recognition and other tasks in
the field of speech processing.

One of the main advantages of LPC is its ability
to reduce the data dimensionality in a well-controlled
manner, which makes it effective for transmitting and
storing speech information. Another important property

of LPC is the ability to reconstruct a signal based on

Table 1. Comparison of feature extraction methods

a limited number of parameters, which makes it effective
in resource-constrained systems such as real-time speech
recognition systems or mobile applications.

A spectrogram is a visual representation of the time-
frequency analysis of sound. It allows you to analyze
changes in sound intensity as a function of frequency and
time. A spectrogram is usually created in one of two
ways: approximated as a set of filters derived from
a series of bandpass filters (this was the only way before
the advent of modern digital signal processing methods),
or calculated from a time signal using the windowed
or fast Fourier transform. These two methods actually
produce different quadratic frequency-time distributions,
but are equivalent under certain conditions.

Mel-cepstral characteristic coefficients | Linear prediction coding Spectrogram

Description Mel-cepstral characteristic coefficients are | LPC models the voice signal | A spectrogram visualizes a time series
coefficients obtained from the taken as a linear combination of as a function of time and frequency.
cepstral coefficients of the sound previous samples. It shows which frequencies are present
spectrum calculated on the basis of the in the signal at a particular moment
chalk scale (chalk scale). in time.

Advantages Effective for speech recognition, takes It reproduces formants It shows the time and frequency
into account the peculiarities of auditory | (resonant peaks) in speech characteristics of a signal well,
perception. well, which is important for | and helps to separate different sound

speech recognition. sources.

Disadvantages | Requires a lot of calculations to obtain the |It can be sensitive to noise, It is not always effective for speech
cepstral coefficients and may be limited in | and its effectiveness decreases | recognition due to the lack of distinct
higher frequencies. with non-stationary signals. speech characteristics.

Spectrograms are widely used in audio analysis,
music production, speech processing, medical research,
and many other fields to visualize information about
the time and frequency character of sound signals [9, 10].

The result of the comparative analysis of feature
extraction methods is shown in Table 1.

In further work, we will consider in detail the
fine-frequency cepstral coefficients and spectrograms,
because these methods generate compact representations,
which facilitates their

processing and analysis.

In addition, they help to extract important acoustic
features, such as formants in speech.

A variety of mathematical models are used for
voice recognition, among which the most common
are neural networks (deep and shallow), support vector
method (SVM), random forest, decision trees, and
hidden Markov models.

The result of the
mathematical models for

comparative analysis of
audio data analysis is

shown in Table 2.

Table 2. Comparative analysis of mathematical models for audio data analysis

Model Advantages

Disadvantages

Neural networks

Ability to learn complex dependencies, great
flexibility in working with different types of data.

High computational resource requirements, need
for a large amount of data for training.

Support vector method
with small data sets.

Effective in high-dimensional spaces, works well

May be sensitive to noise, limited in cases where
data is not linearly resolved.

Decision tree
preliminary data analysis.

Easy to interpret, does not require significant

May be prone to overfitting, does not always work
well with complex dependencies in data.

Random forest
with large amounts of data.

Reduces the tendency to overlearn, works well

Can be computationally expensive, loss of
interpretability compared to a separate decision tree.

Hidden Markov models

sequences.

Good for modeling time series and event

Assumes independence between states, limited
in modeling complex dependencies [15].
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These mathematical models are used in various
voice technologies, including speech recognition, speaker
identification, emotion analysis, and others. The choice of
a particular model may depend on the specific task, data
availability, processing volume, and other factors. In this
work, modeling is performed using neural networks
because they can learn complex relationships and have
great flexibility in working with different types of data.

Training a neural network is impossible without
a prepared training and test set. The dataset was selected
based on the results of the analysis of existing audio corpora.

For the test data, we chose the corpus described
in [16]. The Common Voice corpus is a multilingual
collection of transcribed speech intended for research
and development of speech technologies. Common Voice
is designed for the purposes of automatic speech
can be wuseful in other

recognition, but areas

for both data collection and data validation. The latest
release includes 29 languages, and as of November 2019,
a total of 38 languages are being collected. More than
50,000 people have participated so far, resulting
in 2,500 hours of audio. To the best of our knowledge,
this is the largest publicly available audio corpus for
speech recognition in terms of both hours and languages.

Another significant feature of Common Voice is
its constant updating and expansion with fresh and
representative data to improve and refine speech
recognition models.

The reasons for choosing this dataset are shown in
Table 3. The main reason for choosing this particular
corpus was the large number of different languages and
the large number of speakers in each set. In addition,
this dataset is public under the CCO license. Its use will
allow us to simplify the model because there is no noise

(e.g., language detection). To achieve scale and and will help train the model on different accents
sustainability, Common Voice uses crowdsourcing of different languages.

Table 3. Advantages of the chosen corpus

Selected corpus for training Advantages Consequences of the advantages

an artificial voice command analyzer

Common Voice

A large number of languages

Possibility of scaling

Absence of noise

No need to eliminate noise that could reduce accuracy

Different audio authors

No false dependencies are created due to person/gender

Public license

Can be used in this project.

To build the neural
TensorFlow library, which can help a researcher train

network, we wused the

neural networks to detect and decipher patterns and
correlations, similar to the learning and understanding
used by humans[17].

The goal is to analyze the impact of audio data
preprocessing methods on the accuracy of speaker speech
detection for use in further neural network training for
different ways of converting signals into features, namely
spectrograms and fine-frequency cepstral coefficients.

To achieve this goal, the following tasks
should be solved
—analysis of methods for converting signals

into features;

—review of mathematical models for performing
audio order transformation by selected features;

— development of a generalized model for real-time
translation of a speaker's speech;

—planning the experiment depending on the
selected stages of audio pre-processing;

—raining and testing of the neural network for
the planned experiments;

— comparative analysis of the training results.

Solution of the stated problem.
Discussion of the results

In this paper, we propose a generalized model
of real-time translation of a speaker's speech into
one of the selected languages in Figure 4. The model
that sequentially determine
the speaker's language, convert the speech to text,

consists of stages

and translate the prepared text into one of the

selected languages, including artificial languages
[18, 19, 20].

These mathematical models are used in various
voice technologies, including speech recognition,

speaker identification, emotion analysis, and others.
The choice of a particular model may depend on the
specific task, data availability, processing volume,
and other factors. In this work, modeling is performed
using neural networks because they can learn complex
relationships and have great flexibility in working
with different types of data.

This study examines the impact of preprocessing
stages on speech recognition accuracy.
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Fig. 4. Generalized model for real-time translation of a speaker's speech

The experiments were planned depending on the
selected audio preprocessing stages — normalization,
frequency mask and time mask for two main ways of
transforming the signal into certain features — for fine-
frequency cepstral coefficients and for spectrograms.

The time-domain severity transform coefficients
and the
representing an audio signal in the form of feature

spectrogram represent different ways of
vectors, and each of these methods can determine
different aspects of the audio signal.

For each case, a separate neural network was
created, and, taking into account the peculiarities
of the results of each type of processing, the structure
of the network was changed - the number of network
layers, cutoff coefficients, number of epochs, etc.

A total of 8§

for two different ways of converting the signal into

experiments were generated

Fig. 5. Generalized structure of the neural network

The first layer uses a Convolutional Neural Network
in the TensorFlow library. After this layer, we will
have levels of convolutional representation, which can
then be aligned and passed to the fully connected
layer for further analysis and classification.

Next are several Dense layers with different
numbers of neurons on them. With each subsequent
layer, the number of neurons decreases. This is due to
the dimensionality reduction technique. Reducing
the number of neurons helps to control the number of
parameters in the model, which is important to avoid

overfitting, especially when data is limited.

features — for low-frequency capstral coefficients and
for spectrograms.

The neural network was trained on datasets
containing the same number of audio tracks for
different languages:

1. Ukrainian;

2. English;

3. French;

4. German.

The system accepts randomly selected files from
the dataset as input. The dataset was divided into training
and test samples in the following ratio: 80% of the
input data (out of 1000 audio files) was included in
the training set, 20% is the test data on which we will test
our neural network (200 test files).

The neural network itself consists of several levels
and is shown in Figure 5.

In addition, to reduce overfitting, each Dense layer
is followed by a random disconnect layer. This is one
of the regularization techniques that helps to avoid
overfitting the model. In each training epoch, a certain
portion of the layer weights is randomly selected and
set to zero at that stage. This helps to generalize the
model and increase its resistance to overfitting.

The last layer is the result layer, in which the
number of neurons is equal to the number of classes
of possible outcomes.

An assessment of the impact of audio pre-
processing methods on the accuracy (probability of
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correct recognition) of speaker speech recognition in
accordance with the experiments conducted using fine-
frequency cepstral coefficients is shown in Table 4.

Table 4. Experimental vresults using mel-cepstral
characteristic coefficients
Normalization | Time mask Frf:}::l? y lgz;z;;g};gtfesc%zﬂ:iz
— — — 90
+ - — 93
— + — 24
+ + - 24
— - + 24
+ - + 25
- + + 22
+ + + 23

As can be seen from the results, the time mask and
frequency mask remove useful information and cannot
be used with mel-cepstral characteristic coefficients.

An assessment of the impact of audio preprocessing
methods on the accuracy (probability of correct
recognition) of speaker speech recognition in accordance
with the experiments conducted using spectrograms

is given in Table 5.

Table 5. Experimental results when using a spectrogram

Normalization | Time mask Frfﬂ::l? &y liﬁ;ﬂ;;:{lztfesclt)if;lfﬁz
- - - 61
+ - — 65
- + — 63
+ + — 67
_ - + 63
+ - + 68
- + + 65
+ + + 73

Based on the results of the spectrogram, we can
conclude that masking helps to increase accuracy, but
this method is still worse than mel-mean characteristic
coefficients in this task, since mel-mean characteristic
coefficients also take into account the features of
the audio signal that are important for speech or
sound recognition, and include high-frequency and
low-frequency coefficients, differentiation, and other
characteristics. A spectrogram, on the other hand, simply
represents the distribution of signal energy at different
frequencies over time. It may include less information
about specific aspects of the audio signal that are
important for certain tasks, such as speech recognition.

A comparison of the results presented in the
tables is shown in Figure 6.

Fig. 6. The resulting graph of speaker language detection
accuracy for each experiment. Red — mel-cepstral
characteristic coefficients, black — spectrogram

Conclusions

This paper analyzes the impact of audio data
preprocessing methods on the accuracy of speaker
language detection for use in further neural network
training for different methods of converting signals
into features, namely spectrograms and mel-cepstral
characteristic coefficients. Depending on the chosen
methods of pre-processing voice information and
different ways of converting the signal into features,
we managed to achieve 93% accuracy in determining
the speaker's language. The practical significance
of this work is to increase the accuracy of further
transcription of audio information and translation
of the generated text into the chosen language, including
artificial languages.

Based on the results of the study, a neural network
model using mel-cepstral characteristic coefficients with
normalization at the stage of input data preprocessing
was chosen for further experiments on speaker speech
recognition. This decision is based on several important
factors that confirm the advantages of mel-cepstral
characteristic coefficients in this context:

1. mel-cepstral characteristic coefficients allow
to reduce the amount of input data. This allows to
increase the speed of both processing and training
of the neural network.

2. They effectively recognize speech and take into
account the peculiarities of auditory perception, which
interacts well with neural networks.

3. Experiments have shown that mel-cepstral

characteristic coefficients have high classification

accuracy for different sizes of training samples.
This demonstrates their ability to provide information
for effective analysis and generalization of patterns

in the data.
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4. mel-cepstral characteristic coefficients showed
a stable result regardless of the input languages
of the training samples. This may be an important
aspect for further research, as it allows scaling up the
study for more classes of input data.

All the justifications confirm that further speaker
recognition and translation into the chosen language,
including artificial languages, will use mel-cepstral
characteristic coefficients as a method of extracting
features of the input audio sequence, since the accuracy
of speaker recognition using spectrograms, as shown
experimentally in this paper, is 22% worse. In addition,
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HEWPOMEPEKHA MO/IEJIb
YV 3ATAYAX OBPOBJIEHHS TA AHAJII3Y AYAIO®AWIIIB

IIpenMeToM mocTizKeHHs € aHAII3 BIDIMBY €TalliB ITONEPEHHOT0 0OpOOIEHHS ayJiopsiay Ha TOYHICTH BH3HAUEHHS MOBH CIIiKepa.
3HaYyIiCTh TAaKOro OOpOOJEHHS MOMITHO 3pOciia B OCTaHHI POKU 3aBISKH i KIIOYOBIH poJli B Pi3HOMAHITHHX 3aCTOCYBaHHSX,
30KpeMa: 3MeHIIeHHs1 o0csry iHdopmauii, QinbTpamis Ta OIyMONPUTHIUYEHHS. YHACTiJOK 30UIbIICHHS MONMTY HAa PILICHHs 3a1a4
knacugikamii aymgioiHpopMarii OLIHIOBaHHS Ta TOPIBHSAHHSA pI3HUX METOMIB OOpOOJICHHS aymiopsay CTaloTh BaXKJIMBUMHU
IUIS BU3HAYEHHS TOYHOCTI Ta €(EeKTUBHOCTI OTPUMAHOrO pimeHHA. MeTa podoTH — aHami3 BIUIMBY METOAIB IOIEPEIHHOTO
00po6nenHs aynioiHdopmallii Ha TOYHICTP BU3HAUYEHHS MOBH CIiKepa /s BUKOPHUCTAHHS B MOJAJbLIOMY HaBYaHHI HeHpoMepeii
IUIA PI3HUX CHOCOOIB TMEPEeTBOPEHHS CUTHANB B O3HAKH, a caMe CIEKTPOTpaMH Ta MEIYacTOTHI KeNCTpalibHi KoedillieHTH.
s mocsATHEHHS TOCTaBJIeHOI MeTH Oyl BH3HAYCHI TaKi 3aBHAHHS: MPOAHATI3yBaTH CHOCOOM MEPETBOPEHHS CHUTHAIY B O3HAKH
Ta aHaJi3 MaTeMaTHYHHX MOJeEJNIel JUIsi BUKOHAHHS aHaNi3y ayAiopsay 3a OOpaHMMH O3HaKaMH; PO3pOOUTH y3arajbHEHY MOJENb
HepeKiagy MOBH CITiKepa B peajJbHOMY 4aci Ta CIUIAHYBaTH €KCIIEPHMEHT 3aJIeKHO BiJ] 0OpaHMX €TaliB MONepeHbOro 00pobIeHHs
aymiopsity; 3MOJAETIOBATH EKCHEPHMEHT CIocoOOM HaBYaHHS Ta TECTYBaHHS 3TOpTKOBOI HEHpoHOi Mepexi. BuxopucraHi
Taki METOAM: METYaCTOTHUH KeINCTpalbHHH aHali3, CHPEKTpPalIbHUH aHaii3, MaTeMaTH4YHI METOIM INTYYHOTO IHTENeKTy.
JocarHyTi pe3yiabTaTH: 3aJIeKHO BiJl OOpaHHX METOJIB MOMEPEIHBOrO OOpPOOJICHHS TOI0COBOI iH(OpMaliii Ta pi3HUX CHOCO0IB
MIEPETBOPEHHS CUTHAJTY B O3HAKH BAJIOCS NOCSIITH 93% TOYHOCTI BU3HAUCHHS MOBH crikepa. [IpakTHYHOIO 3HAYyIIICTIO 1iel podoTH
€ 30UTBIICHHS] TOYHOCTI MOJANBIIOr0 TPaHCKPUOYBaHHS aynioiH(popMaIii Ta mepexiaay cGopMOBaHOTO TEKCTy OOPaHOIO MOBOIO,
30KpeMa MTyYHMMH MoOBaMd. BHcHOBKH. VY mpomeci pobotu Oyno o0paHO HaHKpally IOCTIIOBHICTh €TalliB IOMEPEIHbOTO
00po6neHHs ayaioiHpopMalil 3 METOI0 BUKOPUCTAHHS B MOJAJBLIOMY HaBUYaHHI HeWpoMepeki Uil Pi3HUX CIOCO0IB MepeTBOPEHHS
CUTHAJIIB B O3HAKH. J[JIs1 BUPIMICHHS OKPECIICHOT 3a1a4i Kpallle MiJX0/sTh METYaCTOTHI KeNCTpasibHi kKoediieHTH. OCKUILKU TOUHICTh
HeHpoMepexi 3aleKuTh BiXl ii CTPYyKTypH, TO 31 30UIBLIICHHSAM O0CATIB BXigHOI iH(pOpMAIii Ta KUTBKOCTI MOB pe3yJbTaTH MOXYTh
3MiHIOBaTHCs. AJie Ha MEBHOMY erami OyJo MPUIHATO pillIeHHs BHKOPUCTOBYBATH JIMIIE METYaCTOTHI KENCTpanbHi Koe(ilieHTH
3 HOpMaJIi3alli€lo Ha eTarli MomepeaHbOr0 MiATOTOBICHH BXiIHOI iHpopMarrii.

KurouoBi cjioBa: MenyacTOTHI KemcTpaibHI KOe(ili€HTH; CIPEKTpOrpaMa; 4acoBa MacKa;, YacTOTHA MacKa; HOpMai3alis;
HelipoMeperka; roJioc; ayiopsii; MoBa.
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O. GAVRILENKO, M. MIAHKY]I

FORECASTING THE CRYPTOCURRENCY EXCHANGE RATE BASED
ON THE RANKING OF EXPERT OPINIONS

To date, most existing cryptocurrency exchanges do not have in their arsenal tools that would allow them to verify and investigate the
information disseminated on social networks regarding a particular cryptocurrency. This makes it possible to conduct a relevant
research with the subsequent development of a tool that, if used correctly, will provide users with advisory advice on further actions in
relation to the cryptocurrency under study in the system. Based on this advice, interested parties will be able to adjust their decisions
regarding further financial steps. The basis of most recommender systems is always the need to identify some influencing factors,
which are later given certain weights to facilitate and simplify the formulation of further advice for users. In this paper, we study the
influence of celebrity publications on the formation of prices for a particular cryptocurrency at a certain point in time. The importance
and existence of this influence was previously proven by statistical methods. The purpose of the study is to develop an algorithm
for studying the level of influence of posts of each of the selected group of experts in social networks on the cryptocurrency rate.
The object of the study is the forecast of cryptocurrency rates. The input data used were the list of experts whose level of influence
will be studied, the time interval of the study, the number of posts made by each of the experts in question over the specified period
of time, and the actual cryptocurrency rates for the relevant period. The experts were well-known personalities who are either
knowledgeable in the field of finance in general and cryptocurrencies in particular, or whose activities are somehow related to
a particular cryptocurrency. Research methods. Experts are ranked based on the full probability and Bayesian formulas. Forecasting
of cryptocurrency rates in a selected period of time is carried out using the algorithm for forecasting cryptocurrency rates based
on expert posts on social networks (ATAPSN). To control the accuracy of forecasts, the relative average error is calculated.
Recommendations for financial transactions with cryptocurrencies are formed by entering the critical value of the exchange rate and
calculating the arithmetic mean of cryptocurrency exchange rates for a specified period of time. Results. As a result of the research,
an algorithm has been developed that allows taking into account the impact of the posts of each of the selected ranked group
of experts on changes in the rates of a particular cryptocurrency. On the basis of the obtained forecasts, the paper presents
a methodology for forming recommendations for financial transactions with them.

Keywords: cryptocurrency exchange rate; forecasting algorithm; social media posts; ranking of a group of experts; information
technology of intellectual analysis.

1. Introduction opportunities provided by the system. Certain tools allow

you to analyze the state of the market in relation to

At the moment, there are a huge number of

publications and wvarious information on various
cryptocurrencies, which leads to a constant growth
in the popularity of this topic among all age groups.
This is due to the relative ease of entering cryptocurrency
exchanges for further interaction with cryptocurrencies.
Users of most cryptocurrency exchanges are provided
with a fairly wide range of financial transactions
and other opportunities. The simplest and therefore the
most popular are buying and selling cryptocurrencies.
These operations require minimal skills from the user,
but they also do not have high liquidity. That is, the
exchange does not provide users with conditions for
rapid enrichment through the use of basic skills.
However, developers and owners of cryptocurrencies
are interested in the widest possible distribution of their
own products, so exchanges, in turn, try to encourage
"advanced"

people to use more technologies and

a selected cryptocurrency and thus formulate a theory
about its future course. These information manipulations,
once disseminated on social media, encourage many
users to take appropriate action.

Thus, the relevance of this study is due to the
growth of an already large amount of information
about cryptocurrencies, which is aimed specifically at
encouraging people to take appropriate actions in relation
to certain cryptocurrencies.

However, most of the existing cryptocurrency
exchanges currently do not have tools in their arsenal
that would allow them to verify and investigate the
information disseminated on social media regarding
a particular cryptocurrency. This allows us to conduct
a relevant study with the subsequent development of
a corresponding tool that, if used correctly, will provide
users with advisory advice on further actions regarding
the cryptocurrency under study in the system. Based on

© O. Gavrilenko, M. Miahkyi, 2023
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this advice, interested parties will be able to adjust
their decisions regarding further financial steps.

Most recommender systems are always based on the
need to identify certain factors of influence, which are
later given certain weights to facilitate and simplify
the formulation of further advice for users.

In our case, it is the influence of publications
of famous people on the formation of prices for
a certain cryptocurrency at a certain point in time that
is being studied. The importance and existence of
this influence has been proven by the authors of this
paper in previous studies.

2. Literature review and problem statement

In general, the collection and processing of data
from publications on cryptocurrencies from social
networks and other online information platforms is
a rather significant task, as they can provide a lot of
useful and comprehensive information that will be
necessary to build a high-quality mathematical model
for further forecasting.

Paper [1] discusses the process of computer
detection and categorization of opinions expressed in
a piece of text in order to determine whether the writer's
attitude toward a particular topic, product, etc. is positive,
negative, or neutral. In the present study, a detailed
study was conducted: sentiment analysis and its
cause-and-effect relationship. Also, with the help of
sentiment analysis, a generalized event was determined
on its basis and taking into account the time. The results
of the analysis of the cause-and-effect relationship
can be used not only to determine the causes and effects,
but also to further predict user sentiment. The main part
of the publication is an overview of the combination
of these approaches, which are combined into a single
model that allows you to determine the mood during
future events, as well as create a time forecast for the
length of the interval between certain events. The average
relative error was used to assess the accuracy.

To search for publications that meet certain
requirements, such as the number, a single text format,
and others, you need to select a specific social network.
Twitter (currently X) meets the requirements well,
and work [2] describes in detail the special linguistic
analysis and statistics in this social network. The main
purpose of the study, the authors noted, was to identify
criminal elements in the United States by modeling
topics of discussion and then incorporating them into

a crime prediction model. A thorough analysis of

the impact of publications in social networks on the
potential for certain criminal acts to occur in the future
was conducted.

Paper [3] provides a comprehensive reference
for researchers and practitioners, covering all areas
that contribute to the construction and analysis of
social networks.

Paper [4] is quite relevant today due to the difficult
epidemiological situation in the world. It analyzed
microblogs on Twitter and proposed several methods
for identifying messages. It was determined that over
ten weeks, out of more than five hundred thousand
reports, the best model achieved a correlation of
0.78 using the CDC statistical method.

Also, one should not miss online blogs, where many
people express their own opinions and visions of certain
problems. In [5], a study was conducted to identify
hate groups. The proposed approach is semi-automatic
and consists of four modules, namely: blog spider,
information retrieval, network analysis, and visualization.
The study was conducted on the Xanga blog site.
The results of the analysis were to identify some
interesting demographic and topological characteristics
in hate groups and to identify at least two large
communities in addition to smaller ones. The proposed
approach is also appropriate for studying hate groups
and other related communities on blogs.

For business and the financial market, the process of
analyzing large amounts of data and understanding the
needs of the majority of people is very important, as it
directly affects the
individuals. The research conducted in [6] was aimed at

income of the company and

identifying the dominant factors that lead to currency
crises. Also, this publication is intended to identify and
characterize currency crises, as well as to predict the
potential occurrence of the latter at an early stage. This
will save managers some time to improve their crisis
management policies and adjust their responses.

Paper [7] investigated the dynamics of linear and
nonlinear, serial dependencies in financial time series
within a moving window. In particular, attention is
focused on identifying episodes of statistically significant
two- and three-point correlation in the returns of several
leading exchange rates, which may offer some potential
for their predictability. The moving window approach
was used to capture the dynamics of correlation for
different window lengths and to analyze the distribution
of periods with statistically significant correlations.
It was found that for sufficiently large window lengths,
these distributions correspond well to a power law.
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The predictability itself is measured by the hit rate,
i.e., the level of consistency between the actual return
features and their predictions obtained using a simple
correlation-based predictor.

It should be noted that all of the above studies are
general in nature and do not provide results of forecasting
currency rates, including cryptocurrencies. Accordingly,
the factors that influence them were not investigated.

In [8], the authors study the main macroeconomic
indicators of influence on the US dollar exchange rate
in Ukraine: purchase/sale of cash currency, purchase/sale
of non-cash currency, balance of purchase/sale of cash
and non-cash currency, current year inflation, nominal
and real GDP, purchase/sale by bank customers,
transactions between banks, gross and net international
reserves, unemployment rate, discount (interest) rate,
balance of foreign exchange interventions, and volume
of transactions of nominal value. The main economic
components of exchange rate formation were identified
using the principal components method. Using the
ARIMA, Exponential
and SSA, the values of the selected factors of influence

statistical models Smoothing
are predicted. The values of exchange rates are forecasted
using regression models built by Fast Tree, Fast Forest,
Fast Tree Tweedie and Gam algorithms, and the obtained
values are tested for accuracy. This work did not forecast
cryptocurrency rates and did not study the impact of such
a factor as publications in social networks.

Paper [9] analyzes the methods, areas of application,
and approaches to analyzing publications and forecasting
events based on the collected data, and presents a model
for assessing the impact of publications on changes in the
cryptocurrency rate, taking into account the posts of
only one expert. The author justifies the relevance
of the topic and describes the possibilities of appropriate
application of the results of the work. The main stages
of working with event forecasting data are identified,
further
forecasting. This paper did not study the level of

namely: data pre-processing, analysis and
influence of publications of a group of experts in social
networks on the cryptocurrency rate.

Paper [10] presents an algorithm for assessing the
impact of the publications of a "main expert" on the
cryptocurrency rate. This paper describes the process
of determining the most influential ("main") expert and
obtaining forecasts based on his or her posts on the rate
of the selected cryptocurrency. This paper did not
investigate the level of influence of all selected experts'
publications on social media on the cryptocurrency
rate. However, this algorithm is a transitional stage

to algorithms for predicting the cryptocurrency rate
taking into account the posts of each of the selected
group of experts.

As part of the research presented in papers [8—10],
appropriate information systems were created to
implement the above tasks of data mining.

The above analysis shows that the influence of
certain factors on the cryptocurrency rate, in particular
the influence of posts by famous people in social
networks, is still not sufficiently developed and requires

further research.

3. Aim and objectives of the study

The aim of the study is to develop an algorithm
for studying the level of influence of posts of each
of the selected group of experts in social networks
on the cryptocurrency rate.

This algorithm will potentially provide an opportunity
to increase the reliability of the forecast regarding the rate
of the selected cryptocurrency for the purpose of further
formulating recommendations.

To achieve this aim, the following tasks were set:

— to select a group of experts;

— to rank the selected group of experts according
to the level of influence on the rate of the specified
cryptocurrency;

— to obtain a forecast for the rate of a certain
cryptocurrency, taking into account the posts in a certain
social network of the selected group of experts based
on the previously conducted ranking of experts;

— to formulate recommendations for financial
based on the

transactions with cryptocurrencies

obtained forecasts.

4. Materials and methods of the study

The object of the study is the forecast of
cryptocurrency rates.

The information required to analyze the level of
influence of social media posts on cryptocurrency rates
is a list of experts whose level of influence will
be studied, the time interval of the study, the number
of posts made by each of the experts in question during
the specified period of time, as well as the actual
cryptocurrency rates for the relevant period.

The experts were well-known personalities who
are either knowledgeable in the field of finance in general
and cryptocurrencies in particular, or whose activities are
somehow related to a particular cryptocurrency.
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Approximate samples of the datasets are shown
in Table 1 and Table 2.

Table 1. The rate of the selected cryptocurrency for the
specified period of time

Recommendations for financial transactions with
cryptocurrencies are formed by entering a critical rate
calculating the mean of

value and arithmetic

cryptocurrency rates for a specified period of time.

5. An algorithm for predicting cryptocurrency rates
based on posts of a group of experts in social networks

A moment in time Rate value
f X
L Xy
té xS

Table 2. Number of posts by selected experts for the
specified period of time

Number Number of posts related
Expert
of posts to cryptocurrency
Expert 1 m, k,
Expert 2 m, k,
Expert n m, k,
Table 1 shows the rates of the selected
cryptocurrency X, ,X,,..,x, in the selected time

period 1,1, ,...,t,, which can be taken from the Binance
crypto exchange website [11].

In Table 2, m,,m,,..,m, are the frequencies of

n

expert posts, k,,k,,..., k, are the frequencies of expert

posts related to a particular cryptocurrency.

The data generated in this way is the input for
this study. In the future, it is necessary to:

— analyze the number of posts by selected experts
on the social network;

— to rank the group of experts;

— to obtain a forecast of the cryptocurrency rate,
taking into account the posts of the selected group
of experts after their ranking;

— formulate recommendations for financial
transactions in relation to the selected cryptocurrency.

The use of a mathematical apparatus based on the
full probability and Bayesian formulas makes it possible
to use this information to rank the selected group
of experts, depending on the probability with which
each expert will post on a social network during
the period under consideration [10].

Forecasting the rates of the selected cryptocurrency
is carried out using the ATAPSN algorithm [9]
(an algorithm based on posts in social networks).
To control the accuracy of forecasts, the average relative
error is calculated.

5.1. Selection of a group of experts
Problem statement:

From the set of users of a social network, we select

a subset A=(a,,a,,..,a,) of users who satisfy the

following requirements [12]

— the user must be a public figure;

— each user must be active in the selected social
network and have a significant number of subscribers;

— users have different professional activities;

— the main professional activity of the users is
somehow related to the use of cryptocurrency;

— eachpairofusers a; and q,, i,j=1,2,..n,i#],
does not maintain communication in the selected
social network (they are not friends and do not respond
to each other's posts);

— each user has a sufficient qualification level
in the financial sector.

Let's call these users experts. In the future, we will
take their posts in the selected social network into
account when predicting the rate of a certain
cryptocurrency.

Let's assume that over a certain period of time,
experts have made m posts in a social network, and & of
them are related to a certain cryptocurrency. We consider

the context of the posts to be arbitrary. Expert a,
published m, posts during the specified period of time,
of which k, posts are related to a certain cryptocurrency,

expert a, published m, posts, of which k, posts are
The last
expert a, has published m, posts, of which k, posts are

related to a certain cryptocurrency, etc.

related to a certain cryptocurrency. Then:
m,+m,+..+m, =m.
ki +k,+.+k =k, €))
where m,, m,,..., m, — frequency of expert posts;
ki k. k
related to a particular cryptocurrency.

It is necessary to calculate the frequency of posts
of all selected experts for an optional time interval [13].

— the frequency of expert posts

n
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Justification:

Such a choice of experts is due to the need to form
a set of such experts who will be independent of
each other both in the space of the chosen social network
and in the professional space.

5.2. Ranking of a group of experts
by the level of influence on the rate
of the selected cryptocurrency
Problem statement:

Based on the list of experts: A=(a,,4a,,..,4,)

obtained in paragraph 5.1. and taking into account
the frequencies of their posts in the selected social
network for the specified period of time — m,, m,,..., m
(also &, ,k,,..,

to rank the experts in terms of their influence on the

n

k,), given in Table 2, it is necessary

rate of the selected cryptocurrency.

The formulated problem can be easily interpreted
as a classical probabilistic problem: for a certain
period of time, m posts were written. It is known
that n experts published posts during this period,

where m,, m,,...,m, are the frequencies of expert posts,

k,,k,,..., k, are the frequencies of expert posts related

to the selected cryptocurrency. Event A4 means that
in an arbitrary period of time one of the experts
wrote a post related to the selected cryptocurrency.
It is necessary to determine which expert is more likely
to have made this post [14].

Justification:

Event A4 — at any moment of time ¢ from the

interval [0;7] (in the table 1 £ =0, 7, =7 ) a post
related to the chosen cryptocurrency was written.

Hypothesis H, — the post was written by an expert 1,

hypothesis H, — the post was written by an expert 2,

hypothesis H, — the post was written by an expert 7 .

events H. and

i

Let wus assume that

H‘f,i,j:1,2,...,n,i¢j are pairwise independent.
These assumptions can be made on the basis of
the list of requirements that experts must meet
(see Section 5.1).

According to the full probability formula:

PU)= 3 P(H,)P(4/ H,) @

where

P(H,))=m,[m, P(A4/H)=k |m, , (3)
m,; —number of publications made by the i -th expert;
k, — the number of publications made by the i -th expert

related to the selected cryptocurrency;

m — total number of publications for the period [0;T];

P(H,.) — the probability that the post was published
by the i -th expert;

P(A/ Hi) — is the probability that a post related to the
selected cryptocurrency was written at any time, provided
that this post was written by the i -th expert.

Then, using the Bayesian formula: for each expert,
we calculate the probability that the i-th expert created

the post, if it is known that it was definitely written by
one of the experts during the period under consideration.

pon- )

where P(H,) - the probability that the post was
published by the i -th expert;

P(A/ H l.) — is the probability that at any time ¢
from the interval [O;T ] a post related to the selected
cryptocurrency was written, provided that the publication
was written by the i-th expert, P(H i A) — is the
probability that the post was written by the i -th expert,
provided that we know that at any time t a post related
to the selected cryptocurrency was created.

The obtained a posteriori probabilities are arranged
in descending order. This means that the expert with

the highest probability P(H ,./A) will have the greatest
impact on the rate of the selected cryptocurrency in the
interval [O;T ] Next, the expert with the next highest

probability P(H,/A) is selected, and so on. As a result,

we get a ranked list of experts according to the

impact of their posts on social media on the

cryptocurrency rate A4° = (a]* s,y a:) .
It should be noted that such a ranking also allows

you to assess the impact of a group of experts on the
rate of a particular cryptocurrency over the forecast

period [T;T + At], since the impact of publications made

during the time period [0;7] also extends to a certain

period of time [ T'; T + A¢].
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In addition to the above, the following ranking
criteria can also be used [15]:

— the directly
proportional to the value of the influence of this expert

number of subscribers is
on a certain audience;

— activity — frequency and regularity of
publications on the topic of cryptocurrencies;

— forecast history — the percentage of successful

forecasts;

— social capital — cooperation with financial
organizations;

— regional influence — influence in a specific

geographical region;

— thematic socialization — focus on specific
cryptocurrencies or blockchain technologies;

— time factor — the relevance of information
and the speed of its dissemination.

It should be noted that the use of each of these
alternative criteria for ranking experts requires the use
of a unique mathematical apparatus and is planned
for further research.

5.3. Obtaining a forecast of the cryptocurrency rate,
taking into account the posts in the social network
of the selected group of experts based
on the ranking of experts

Problem statement:

Let there be some training set X =(x,,x,,..,x,),
where s — is the sample size, which consists of the actual
rate of a certain cryptocurrency for the time period [O;T ]

(the sample is based on the time series from Table 1).
It is necessary to obtain forecasts of the rate of
the selected cryptocurrency for the next period of

time [7;7+At], taking into account the ranking of

experts carried out in paragraph 5.2.

Justification:

The proposed algorithm is based on the following
principle: each selected expert has a certain influence
on the cryptocurrency rate. In other words, in order
to obtain a forecast with the desired accuracy,
it is necessary to gradually take into account the posts
of not only the "main"
but also others [10].

Thus, taking into account the posts of each expert

(most influential) expert,

from the most influential to the least influential is
an iterative process consisting of the following steps:

Step 0. Set a threshold for the mean relative
prediction error, as well as the values of 7 and At.

Stage 1
Step 1.1. Using the ATAPSN [9], using the training

sample X, obtain forecasts of cryptocurrency rates
for the period [T ;T +At] , taking into account the posts
of the expert who is the first in the ranked list.
Step 1.2. Form a sample X from the time series
shown in Table 1 for the time period [T;T + Af].
Step 1.3. From the forecasts obtained in step 1.1
for the time period [T;T + At], form a sample Y .
Step 1.4. To check the accuracy of the forecast,
calculate the average relative forecasting error:
MAPE, =1 ZLy"

S0 x/

100%, (5)

where x, — elements of the sample X,

y, —elements of the sample Y ,

/= l;_s, s — the volume of samples X and Y [16].

Step 1.5. If the MAPE, value does not exceed

the specified threshold, the algorithm is complete.

If the MAPE, value exceeds the specified threshold,
then proceed to the next step.

Stage 2
Step 2.1. Using the ATAPSN [9], using the training

sample X and the forecasts from step 1.1, obtain
forecasts of cryptocurrency rates for the period
[T +As;T+2At], taking into account the posts of the
expert who is second in the ranked list.

Step 2.2. Form a sample X from Table 1 for the
time period [T +Af; T +2At].

Step 2.3. From the forecasts obtained in step 2.1
for the time period [T +A#;T +2A¢], form a sample Y .

Step 2.4. To verify the accuracy of the forecast,
calculate the MAPE, using formula (5).

Step 2.5. If the MAPE, value does not exceed
the specified threshold, the algorithm is complete.
If the MAPE, value exceeds the specified threshold,

then proceed to the next step.

Stage n
Step n.1. Using the ATAPSN [9], using the training
sample X and the forecasts from step n—1.1, obtain
rates for

forecasts of cryptocurrency

[T+(n—1)At;T+nAtJ, taking into account the posts

the period

of the expert who is next in the ranked list.
Step n.2. Form a sample X from Table 1 for the

time period [T + (n - 1) AT + nAt] .
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Step n.3. From the forecasts obtained in step n.1 for the
time period [T + (n - 1) AL T + nAt} , form the sample Y .

Step n.4. To check the accuracy of the forecast,
calculate the MAPE, using formula (5).

Thus, the maximum possible number of steps of the
algorithm after receiving forecasts of cryptocurrency

rates for the period [T—i—(n—l)At;T—i—nAt] , taking

into account the posts of the expert who is the last
in the ranked list and calculating the corresponding
MAPE, ,is n.

It should also be noted that at each stage, the
sample X is formed at the corresponding time interval
based on the time series from Table 1, and the sample ¥
is built from the forecasts of the cryptocurrency rate
at the same time interval at the same time points
as the corresponding sample X . This makes it possible
to justify the legitimacy of the transition from time
series to statistical
calculate all MAPEs.

samples and thus correctly

5.4. Formation of recommendations
for financial transactions regarding
cryptocurrencies based on the obtained forecasts
Problem statement:

Based on the forecast of the rates of the selected
clause 5.3, formulate
further

transactions in relation to this cryptocurrency.

cryptocurrency obtained in

recommendations for  possible financial
Justification:
Obtaining sufficiently accurate forecasts of the rates
of the selected cryptocurrency (see paragraph 5.3) allows

you to track the trends of their change over the period
[T+(n—1)At;T+nAt]. Based on this, it is possible

to make recommendations on the expediency of buying
or selling cryptocurrencies in order to make a profit.

It should be noted that
recommendations, it is necessary to take into account

when  making

the needs of users. To do this, it is necessary to set
a critical value

Vo 2 Y., = cryptocurrency should be sold,
Yor = Vum < Yo = cryptocurrency should bebought,
where y,, —1is the arithmetic mean of the sample Y,

calculated by the formula:

b (7)

am

_ z;yl
S

y, —sample elements, [ = 1;_s,s — sample volume.

The value of y, can be set at the discretion

of the user or, based on the opinion of an expert,
according to the situation on the cryptocurrency market.

6. Conclusions

This paper presents a modification of the ATAPSN
algorithm [9] and expands the list of requirements
for selecting experts [12].

The proposed algorithm makes it possible to take
into account the level of influence of each expert from the
selected group. At the same time, the use of ATAPSN [9]
at each stage of the algorithm can significantly simplify
the process of obtaining forecasts.

This approach makes it possible to increase the
accuracy of forecasts of the rates of the selected
cryptocurrency by taking into account the contributions
of each of the selected experts, in contrast to the
algorithms presented in [9] and [10], in which either
a single expert was selected or the "main" expert
was determined from the group of experts. That is, in
both cases, the potential influence of other experts
was neglected.

The proposed algorithm is iterative. At each stage,
the posts of one expert were taken into account in
the order of the ranked list. That is, at each stage,
the previous forecast is refined in case of
an unsatisfactory error.

The number of stages of the algorithm, depending

on the value of the MAPE,, can vary from 1 to n.

This depends on the number of experts whose posts
need to be taken into account to achieve the required
forecast accuracy.

calculates the a
related to the
cryptocurrency was written by a particular expert

This  approach posteriori

probabilities that a post selected
during the forecasting interval. They were used to
rank the experts.

It should be noted that for different time intervals,
different expert ranking results can be obtained.

To use this approach, it is recommended to
consider small time intervals (up to a week), each
of which can be used to rank experts more accurately.
This should potentially increase the accuracy of forecasts
of the selected cryptocurrency rates in the specified
time interval.

Using the frequency of posts in social media
as a parameter for determining the influence of
experts allows us to apply the classical apparatus
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of probability theory, which guarantees the correctness
of the results obtained.

The obtained forecasts are used to generate
recommendations for buying or selling the selected
cryptocurrency, depending on the user's needs and the
situation on the cryptocurrency market.

The disadvantages include the fact that the accuracy
of the forecast may be negatively affected by
an unsuccessfully chosen time interval for which
the forecast is made, since determining the duration
of the impact of a particular expert's forecast is beyond

selected expert group can negatively affect the
algorithm's performance.

These features indicate the need for constant
monitoring of both cryptocurrency rates and expert
posts on social media.

In order to further improve the accuracy of
cryptocurrency rate forecasts and the relevance
of recommendations for buying or selling it, it is
planned to improve the obtained algorithm by
using alternative criteria for ranking experts [15],

developing alternative algorithms and incorporating

the scope of the task at hand. them into the general information technology
Also, the quality of the forecast depends for determining the impact of social media posts
on the selected group of experts, as a poorly on cryptocurrency rates.
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IMPOI'HO3YBAHHS KYPCY KPUIITOBAJIIOTU
HA OCHOBI PAH)KYBAHHS EKCIIEPTHUX OIIIHOK

Ha cporonni GinbIIicTh KPUNTOBATIOTHUX Oip’K HE MAarOTh iHCTPYMEHTIB, 10 Janu O 3MOry HepeBIpUTH  Jocmiautu iHdopMariio,
MOUIMPEHY B COMIAJbHUX Mepekax MoA0 Tiel 4M iHmOi KpunToBaMOTH. lle momomarae opraHizoByBaTH BiAIIOBigHE
JIOCHI/UKEHHS 3 TIOJANBIIMM  pO3POOJICHHSM HEOOXiJHOTO IHCTPYMEHTY, IO 3a YMOBH KOPEKTHOTO 3aCTOCYBaHHS
HaJaBaTHME KOpHMCTyBayaM pEKOMEHJAIiHI IMopaaM Npo TMOJambIIi il MIOA0 JOCHIKyBaHOI B CHUCTEMi KPUITOBAIIOTH.
[pyHTYIOUMCh HAa LMX [Opajax, 3allikaBleHi 0COOM 3MOXKYTh KODUTYBATH CBOi DIlIEHHS MIOAO MNOJAIBIINX (iHAHCOBHX
KpoKkiB. B ocHOBI 3arampHOi  OUTBPIIOCTI pEeKOMEHJANIMHMX CHCTEM 3aBXKIOH JIOKUTh HEOOXINHICT  YCTAaHOBJICHHS
nesknx (akTopiB BIUIMBY, SIKMM IIi3HIIIE HaJalOThCsl INEBHI BaroBi KOeillieHTH ISl CHIPUSHHS Ta CIHPOIIEHHS (hOPMYITIOBAHHS
MOJANBIINX TOpajx IS KOPUCTyBadiB. Y Iiiifi poOOTi po3rismaeThcs caMe BIDIMB MyOmiKamii Bimommx oci0 Ha (OpMyBaHHS
[iH 3a NEBHY KPHITOBAIIOTY B KOHKPETHHIl MOMEHT 4acy. BaX/IMBICTh i HasBHICTb 3a3HAYEHOTrO BIUIMBY JOBEJICHO paHille
3 JIONOMOTOI0 CTATHCTHYHHX MeTOZAiB. MeTa AOCJTiIsKeHHS — PO3pOOJIEHHS alrOpuTMy AJs BUBYEHHS PiBHS BIUIMBY JOIICIB
KO)KHOTO eKCIepTa 3 00paHol IpylnH B CONIAIbHUX Mepexax Ha Kypc KpunToBamoTH. O0’€KTOM poOOTH € MPOTHO3 Kypcy
KPUNTOBATIOT. SIK BXigHI TOKa3HHKH 3aCTOCOBYBAIMCSI MEpENiK EKCIEpPTiB, PiBeHb BIUIMBY SKHX BHUBYATHMETHCS; I1HTEpPBAI
4yacy MJOCTI/DKeHHsS, KiIbKICTh JONMHCIB, [0 3poOMB KOXEH i3 pO3MISHYTHX €KCHepTiB 3a BKa3aHMH Imepiox dacy;
peanbHi KypcH KpPUNTOBAIIOT 3a BigmoBigHuit mepiox. Excmeptd oOupanucst 3-OMiDX BiZJOMHX OCOOMCTOCTEH, siKi 00i3HaHi
B raiy3i (iHaHCIB 3arajoM i KPHNTOBAIIOT 30KpeMa, a0o AiSUIBHICTH SIKMX TaK YW TaK IIOB’S3aHA 3 IEBHOIO KPHIITOBAIIOTOIO.
MeTtonu nociimkeHHsl. Pam)XyBaHHS eKCIIEPTIB MPOBOJAMTHCS HAa OCHOBI (opMmysn TOBHOI iiMoBipHOCTI Ta bBaeca.
Kypcn kpunroBamoTH 3a OOpaHW Iepiof 4acy HpPOTHO3YIOTBCS 3a JOIIOMOTOI0 IIEBHOTO ITOPUTMY, 3BaKAlOYM Ha JOIHCH
ekcrieptiB y conianbHuX Mepexax (ATAPSN). [Ins KOHTPONIO TOYHOCTI MPOTHO3IB OOUHCIIOETHCS BiJHOCHA CEpelHsS MOXHMOKA.
Pexomenpanii momo QiHAHCOBUX OMepamiii i3 KPHUITOBATIOTOK (OPMYIOTHCS CIIOCOOOM YBEACHHS KPUTHYHOTO 3HAYCHHS
Kypcy Ta OOYMCICHHS CEpefHBbOr0 apH(METHIHOTO KypCiB KPHITOBATIOTH 3a BKa3aHUH Iepiox dacy. 3m00yTi pe3yJbTaTH.
YHacHimok AochiKeHb Oyino po3poOIeHO aiaropuTM, IO Ja€ 3MOTy OpaTW 1O yBard BIUIMB JOMHCIB KOXKHOTO €KCIepTa
3 00paHOi paH’)XOBaHOI TPynH Ha 3MiHM KypCiB MEBHOI KPHUITOBATIOTH. Ha OCHOBI OTpMMaHHX NPOTrHO3IB y poOoTi momana
MeTtoanka GopMyBaHHSI peKOMEH Ialii 11010 (piHaHCOBUX OMepalii 3 HUMHU.

Kiio4oBi cjioBa: Kypc KpHIITOBAJIIOTH; AJTOPUTM MPOTHO3YBAaHHS; JOMUCH B COL{aJbHUX MeEpeKax; PaH)KyBaHHS TPYITH

eKcrepTiB; iH(opMallilfiHa TEXHOJIOTIs IHTENEKTYaJIbHOTO aHai3y.
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M. GRINCHENKO, M. ROHOVYI

A MODEL FOR IDENTIFYING PROJECT SPRINT TASKS BASED
ON THEIR DESCRIPTION

The subject of research in this article is the identification of project sprint tasks. The purpose of the article is to find
approaches to reducing the risks of not fulfilling sprint tasks. The article solves the following tasks: analyzing research
on the classification and visualization of project tasks, developing an algorithm that can automatically classify text descriptions of
sprint tasks, collecting and preparing a training sample of text descriptions of sprint tasks for training and testing the classification
model, applying natural language processing methods to improve classification and ensure the accuracy of the results, validating
the model on real data to assess the efficiency and accuracy of classification, and analyzing the results. The following methods have
been used: machine learning methods for classification, text vectorization methods, methods for classifying text descriptions, natural
language processing methods, methods for semantic analysis of task description text, methods for processing expert opinions.
The following results were obtained: a comprehensive approach to using machine learning algorithms, including the collection
and processing of textual descriptions of tasks, for classification and involvement of expert opinions to improve the quality
of task perception by the project team. Text expressions were classified based on the Bayesian classifier and neural classifiers.
A visual representation of the data was implemented. Semantic analysis of the text of the description and title of the tasks
was performed. Data markup was obtained to classify the quality of the wording, which was performed by a team of experts.
To measure the reliability of the obtained expert assessments, we calculated Cohen's kappa coefficient for each pair of
markers. According to the experimental results, the accuracy of the Bayesian classifier is 70%. For the classifier based on deep
learning, a neural network for binary classification based on the transformer architecture was selected. The neural network was
trained using the Python programming language and deep learning frameworks. The result is a classifier that gives an accuracy
score of 83% on a test dataset, which is a good result for a small dataset and data with conflicting labels. Conclusions: the analysis
of textual data confirms that the existing data in the tracking system is incomplete and contains abbreviations, conventions,
and slang. The results show that the assessment of the quality of the wording is determined by the level of expert knowledge
of the specifics and context of the project, while increasing the number of experts has almost no effect on the result.
In further research, it is recommended to test the hypothesis that the effectiveness of the classifier depends on the specific project
and the use of unsupervised learning methods for the task of identifying the quality of formulations.
Keywords: project; task description; project task management system; model; classifier; vector representation.

Introduction tasks, resources, deadlines, and communications
are effectively organized and tracked. Tracking systems
Nowadays, flexible or adaptive management allow you to create and assign tasks to team members.

methodologies are widely used to implement IT projects.
The use of these methodologies makes it possible
to respond quickly to changes and risks that arise
during the development of a software product.
The effectiveness of the project team is influenced
by a large number of factors [1], among which
an inaccurate description of the project tasks or their
misunderstanding by developers is  significant.
Thus, identifying ambiguities in sprint task descriptions
often becomes critical to successful software
development. This allows you to reformulate unclear
tasks in a timely manner and avoid misunderstandings
between developers.

Tracking systems (also known as task management
systems or project management systems) play a key

role in IT project management by ensuring that work

Each task can contain a description, deadlines, attached
files, and other important information. Data collection
and analysis allows you to create reports and analytical
tools to evaluate team performance, identify trends, and
make strategic decisions. Thus, project task management
systems store information about program tasks and
comments that can be useful for predicting the success of
tasks. However, at the moment, there are practically
no studies on this topic and no results that would allow us
to analyze how accurately and clearly the tasks are set.
Assessing the quality and unambiguity of task
descriptions is an important part of software development
project management. High-quality and accurate task
statements allow the project manager and team to better
understand the scope of work, resources required, and
assess the risks for each task or requirement. It also helps

© M. Grinchenko, M. Rohovyi, 2023
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in making decisions about priorities, resource allocation,
and balanced project planning.

Text classification plays an important role in the
field of natural language processing (NLP) and is
becoming a key component in the development and
improvement of project tasks. The rapid development
of this field allows us to improve the results in project
This,
misunderstandings,

activities. in turn, helps to avoid possible

errors, and delays in project
implementation. The text classifier allows you to assess
the quality of task formulation, determining their clarity
and conciseness. The use of classification helps to create
a single standard for interpreting textual descriptions
of tasks,

across the team. In general, the introduction of text

which facilitates common understanding
classification into the project management process
can improve the quality of project tasks, ensuring their
more efficient implementation and avoiding possible
difficulties in the development process.

Analysis of last achievements and publications

Fixing tasks and describing them in the training
system is an important element for managing and
controlling project development processes. This practice
helps to avoid misunderstandings, set priorities, and
determine the progress of each task during the sprint.
Brief task notes in natural language allow team members
to quickly grasp the essence of tasks. They can include
keywords and phrases that identify the main aspects
of the tasks.

The project team spends considerable time manually
categorizing incoming tasks. Unfortunately, this process
is difficult, and team members do not have clear
guidelines for best practices based on historical data.
As the amount of data grows, it becomes critical
to implement automated task classification. Typically,
sprint task descriptions are unstructured, making them
difficult to process using natural language. Typos and
abbreviations in the text of tasks are also complicating
factors. Classification of sprint tasks is a critical
process that ensures their proper addressing to
the appropriate performers.

This paper analyzes studies on the classification
and visualization of project tasks. The research can be
divided into two groups.

The first group studies the quality problems of
describing functional and non-functional requirements.
Paper [2] proposes an approach that can be used to

identify patterns that meet well-known standards with

a measure of F1 of 0.90. Also, this approach allows
detecting common syntactic features for non-standard
patterns in more than 73.5% of cases. The evaluation
showed that these results are reliable regardless of the
volume and duration of the processed requirements.

The study of the second group [3] focuses on
the differences between vectorization methods that
transform requirements written in natural language
into numerical vectors for further classification. Through
an empirical experiment using 5 open datasets, it was
found that advanced vectorization methods significantly
improve classification performance. It was also found
that using pre-prepared data for vectorization is
sometimes the most effective method.

First, let's take a closer look at the studies that
belong to the first group.

In [4], the researchers defined the concept of
"Requirement Smells" as an indicator of the quality
of the requirements description for quick analysis during
their formation. The researchers also presented
an approach to identifying requirements, which was
empirically evaluated in the study of many cases.
The paper contains conclusions that relate them to the
available evidence on the detection of natural language
quality defects in requirements artifacts, and analyzes the
impact and limitations of this approach and its evaluation.

Researchers in [5] tried to redefine approaches to
measuring standard IEEE metrics (defines the software
maintenance process) to improvise a quality assessment
of SRS
The authors
a strategy for assessing SRS quality metrics. In contrast

(software  requirements  specification).

recommended an SRS template and

to modern methods, this approach brought out the metrics
of the IEEE SRS quality assessment standards as more
modular for collecting requirements.

In [6], the authors proposed a semi-supervised text
categorization approach for the automatic identification
and classification of non-functional requirements (NFRs).
of this
a recommender system to help analysts and software

The goal approach is to integrate into
developers in the architectural design process. A small
number of requirements identified during the discovery
process allows learning an initial classifier for NFRs
that can consistently identify further requirements for
the problem statement in an iterative process.

Paper [7] presents an approach to reducing privacy
risks in agile software development by automatically
detecting information related to the privacy of user
history, which is an important notation in agile
requirements engineering (RE). Experimental results
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have shown that deep learning algorithms allow
obtaining better predictions than those achieved using
conventional (shallow) machine learning methods.
The use of Transfer Learning can significantly improve
the accuracy of forecasts by up to 10%.

The authors of [16]

based approach to supporting requirement tracking.

presented an ontology-

The developed ontology contains theoretical knowledge
for developing requirements in an agile environment,
which allows a group of developers to effectively manage
the development of requirements for a software product.
This facilitates rapid decision-making on revising project
artifacts related to changes and allows for a more accurate
determination of the scope of these changes.

In the second group of works on the classification
and visualization of project tasks, researchers focus on the
quality problems of describing user stories in a project.

In [10], two experiments were conducted to
investigate the factors that could potentially affect the
derivation of static conceptual models from specifications
written in the form of user stories and use cases.
The analysis of the results showed that the notation
of requirements has a limited impact on the quality
of the resulting conceptual model in terms of both
reliability and completeness. Systematic grammatical
analysis leads to conceptual models with a high level
of completeness and validity in both experiments.

Using a linguistic classification of ambiguity
problems, the authors of [11] offer a new perspective
on current knowledge about understanding, avoiding,
and resolving ambiguity in user stories. The possibilities
of increasing the effectiveness of the user story
technique in supporting requirements engineering (RE)
activities in application system development (ASD)
projects are investigated.

The approach proposed by the researchers [13]
consists of a set of rules that receive scattered information
in user stories and organize it in Lexicon symbols.
The Lexicon provides a consolidated and organized
structure to alleviate the problem of confusing
information that causes a lack of tracking between
different sprints. This approach has advantages for
tracking requirements in agile methodologies, which
is supported by previous evaluation results.

Study [15] defines a classification of developers'
cognitive representation styles and cognitive interaction
patterns in agile RE. The cognitive abilities of developers
based on their statements when separating and defining
user stories were investigated. The conclusions showed
that developers tend to focus on the technology

of cognitive style of representation, even in RE, and
have cognitive difficulties in activating and detailing
user stories.

In [17], the authors investigate the effectiveness
of using word embedding to classify tasks in the IT
indicate that the
traditional Total Frequency Inverse Document Frequency
(TFIDF) method, combined with the Support Vector
Machines (SVM) method, provides competitive results

help desk. Experimental results

and is sometimes more effective than static methods
for building vector representations of words, such as
word2vec. The use of TFIDF-SVM allows achieving
good results at a low computational cost.

The authors of [9] propose an instrumental approach
that combines information visualization with two natural
language processing techniques: conceptual model
extraction and semantic similarity. Experiments have
shown that detecting terminological ambiguities requires
considerable time, even with the use of technical
means, and that it is difficult to determine whether
a synonym can interfere with the correct direction
of software system development.

Paper [16] presents a visual analysis method
called DeepNLPVis, which is used to understand and
analyze the model's behavior in text classification
study the

unsuccessful cases.

tasks and reasons for successful and
Studies have shown that task
descriptions and comments can be used to predict
the success of a task with a high level of accuracy.

In [18], the authors examine the usefulness of
textual task descriptions and comments in predicting
whether problems will be solved successfully.
Experiments have shown that problem descriptions
and comments can be used to predict problem solving
success with more than 85% accuracy, and that
predictions of problem solving success change over time.

In [19], the authors propose a method for classifying
tasks by clustering and visualizing the characteristics of
each category. This method allows experts and
stakeholders to better understand the project and features
of the target software system by reviewing the keywords
of the task categories.

The analysis of the conducted research suggests
that there are approaches to describing tasks and
user stories, but the issue of qualitative description
of project sprint tasks remains less studied. The need for
a high-quality textual description of sprint tasks is
especially relevant, since an incorrectly formulated
or unclear description can lead to misunderstandings

and errors in the execution of tasks.
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Unlike assessing the quality of requirements
and user stories, assessing the quality of sprint tasks
requires taking into account the specifics of this context.
At the stage of creating the sprint backlog, it is important
to determine how clearly and unambiguously each task
is formulated. This will help avoid misunderstandings
and incorrect task performance by project team members.

The process of identifying and classifying sprint
tasks into "clear" and "unclear" is critical at the stage
of backlog formation. This will allow you to identify
tasks that may be a source of misunderstanding and risk
of project delays due to poor textual description.
Classifying tasks will provide the project team with the
opportunity to devote special attention and resources
to clarifying and improving the description of these
tasks, thereby reducing the likelihood of errors
and misunderstandings.

Considering the quality and unambiguity of the
textual description of sprint tasks as a factor influencing
task performance is a key element of effective project
management. This helps ensure that tasks are properly

understood and effectively completed by team members.

Aim and tasks of the study

3. Application of advanced natural language
processing techniques to improve classification and
ensure the accuracy of the results.

4. Validate the model on real data to assess the
efficiency and accuracy of the classification.

5. Analyzing the results, identifying the factors that
affect the quality of task formulation, and drawing

conclusions on the application of the developed model.

Materials and methods

In the tracking system, tasks are formulated in
such a way as to convey the essence of the work
to be done as clearly and understandably as possible.
It is important to ensure that each team member
understands the task in the same way, to avoid
ambiguities and  misunderstandings.  Experience
shows that project executors save information about
the task in its title, create descriptions, and add
comments. Recording all this information in the
tracking system provides the team with a convenient
tool for collaboration, simplifies communication, and
helps ensure that all project participants understand
the tasks accurately and completely.

Thus, the purpose of the study is to find approaches
to reduce the risks of failure to complete the tasks of
an IT project sprint by automating the classification
of text descriptions. To achieve this goal, the following
tasks need to be solved:

1. Developing an algorithm that can automatically
classify text descriptions of sprint tasks into "clear" and
"unclear" according to quality and unambiguity criteria.

2. Collect and prepare a training set of textual
descriptions of sprint tasks for training and testing

the classification model.

To achieve this goal and develop a model for
identifying tasks with poor formulation in an IT project
sprint, we propose an integrated approach that includes
collecting and processing textual descriptions of tasks,
using machine learning algorithms for classification, and
involving expert opinions to improve the quality of task
perception by the project team.

This study uses a task tracking system as the source
of data on sprint tasks. The dataset includes 1000 tasks
that were exported from the Jira project management
system. Based on data from a real project, this dataset
contains information about various task parameters such
as name, description, unique key, performer, time spent,
time estimate, task status, comments, and others.
The language of the received textual descriptions of tasks
for wording analysis is English, which is typical for
software development projects. The main characteristics
for identifying the task wording are the name and
description. It should be noted that the description
is not a mandatory characteristic of the task, i.e.,
the task formulation can consist of only the name.

In the process of data pre-processing, a number of
cleaning procedures must be performed. In addition to
standard textual data parsing, links, code fragments,
and uninformative symbols such as currency signs and
likes are removed from the dataset. We also replace
abbreviations with their full meanings.

The analysis of the dataset reveals the following
characteristics: the average number of words in the title
is 6.4, and the average number of words in the description
is 37.67. The total number of tasks in the set is 1000,
of which the number of tasks with descriptions is 461.

The number of unique words in the title and
description is 5080. Conjunctions and articles turned
out to be the most popular words, and among those that
carry an independent semantic load, the most popular
are: "add", "image", "inspection", "defect", "object".
These words are relevant to this project.
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Table 1. Statistics of the dataset at different stages of cleaning

. Delete special Extension of
Stage Delete hyperlinks characliers Delete word stops abbreviations
Number of unique words (title) 1470 1270 1260 1251
Number of unique words (description) 3293 2610 2601 2596
Number of unique words (description + title) 3943 3069 3061 3051
Maximum number of words (title) 18 18 15 16
Average number of words (title) 6.47 6.42 5.62 5.68

Fig. 1. Statistics of the dataset at different stages of cleaning by the total number of words

Fig. 2. Statistics of the dataset at different stages of cleaning by the number of unique words

Next, at the second stage of the study, the textual
descriptions of the sprint tasks are converted into
further use in the
obtaining

vector representations  for

which
a vector representation of each task. This process
starts with converting each task into a set of tokens

classification  model, involves

using a tokenizer. A tokenizer, also known as a lexical
analyzer, divides text into small units called tokens [20].
Tokens can be words, symbols, phrases, or even
sentences, depending on the type of task and the
processing language. Tokenization helps to further
represent the text in a format suitable for further
analysis and processing by computer algorithms.

There are a variety of approaches to obtaining
vector representations of text fragments. These vectors
can be generated by using unsupervised learning
algorithms or retrained neural networks. Choosing
a method of text vectorization is an important
research task. The following methods can be used
to obtain vector representations:

— Word2Vec — a method of vector representation
of words [21];

— TF-IDF (Term Frequency-Inverse Document
Frequency) is a statistical method that is widely used
in the field of information retrieval and text data

analysis [22];
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— GloVe (Global Vectors for Word Representation)
is a type of word representation using statistical
properties of words in large text corpora [23];

— FASTTEXT is a type
representation method based on neural networks and

of vector word
has several unique features that make it popular
and effective in natural language processing [24].

At the third stage, tasks are marked up using expert
annotations, and two classes are formed. However,
key research questions arise: what number of experts
is sufficient to ensure an independent and reliable
assessment of the quality of task formulation?
Can experts' knowledge of the project context influence
the results of their expert evaluation? An important
aspect is also to determine methods for assessing the
consistency of expert opinions and establishing criteria
for matching certain classes for further use in training
the classification model.

The fourth stage involves training the classifier,
where Bayesian classifier and neural classifiers can be
effective for classifying text fragments. Determining
the optimal classification model that meets the
characteristics of the data of a particular project is
the task of an experimental study. It is important to note
that the classification results will be affected not only
by the chosen classification method but also by the
approach to text vectorization.

The final stage involves validating the model on
the available data and selecting the optimal classifier
for further use in other projects. One of the key criteria
for evaluating the model is the F-measure. The F-measure
is a metric that combines precision and recall into a single
numerical score, allowing you to assess the balance
between these two considerations. The F-measure
provides a trade-off between precision and completeness,
which is especially important when dealing with unsorted
classes or unbalanced datasets. The overall goal is to
achieve the best possible balance between these
two aspects so that the model has high accuracy and,
at the same time, avoids omissions (missed detections)
of a particular class.

This approach to building a classifier allows us
to systematize sprint tasks into categories according to
the quality of their formulations. In addition, this
approach takes into account the project context and
expert opinions, which makes it flexible and adaptive
to the specifics of a particular project and team
characteristics, which is critical for further improving
project management processes.

Study results and their discussion

The study was conducted on real data generated
from the project management system to automate the
identification of poor-quality sprint task formulations
that affect the developers' understanding of them and,
as a result, lead to project risks. The features of the data
collected for the study are semi-structured, incomplete,
textual, and lack of project context. Therefore, the data
set requires special processing and cleaning.

As mentioned above, for classification tasks,
of tasks
contained in the tracking system. Thus, each task is

we propose to use textual descriptions

represented by a title and a more detailed description.
In our experiments, we used either only the title or the
title concatenated with the description.

In the process of processing the text of the tasks,
all titles go through several stages:

— replacing all known abbreviations with their
meanings;

— filtering all irrelevant characters (if any);

—normalizing all elements of the task text.

Each task is converted into a set of tokens using
a tokenizer that is used by the model and understood
by it
programming language and deep learning frameworks,

For all experiments, we use the Python
including Transformers. Next, we need to obtain
a vector representation of the task names. At the initial
stage, we used the TF-IDF method, the corpus of which
was all the tasks available in the dataset of a real project.
The dataset of 1000 tasks was first analyzed into
two classes (positive and negative) according to the expert's
opinion on the quality of the wording. Then, using
dimensionality reduction tools (PCA and t-SNE), visual
representations of the data were obtained (Fig. 3, Fig. 4).

Fig. 3. Visual representation of data using t-SNE
in two-dimensional space (yellow — positively
annotated tasks, purple — negatively annotated tasks)
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Fig. 4. Visual representation of data using PCA
in two-dimensional space (yellow — positively annotated
tasks, purple — negatively annotated tasks)

The semantic analysis of the text of the task
description and title revealed that the known methods
cannot be used due to the lack of context in the
description. This is due to the fact that when forming
the name and description of a task, the team has its
own internal context, which is not transferred to the
text of the task. This, in turn, is one of the main reasons
for comprehension problems, which affects the timing
and quality of the project.

Thus, it has been established that the project context
is outside the textual descriptions of tasks, which affects
their understanding by new team members, and also
limits the use of natural language processing methods
to analyze the quality of wording and identify factors
that affect the understanding of the content of tasks.

At the next stage of the experiments, additional
experts were the dataset.
A team of four experts independently labeled the

involved in annotating
dataset for binary classification. Positive tasks include
tasks with high quality, which are understandable
to the marker and the time estimate for them is most
likely to be adequate. Tasks that are incomprehensible
to the expert receive negative marks. In Fig. 5 shows
the distribution of positive and negative marks for each
of the markers (experts).

It should be noted that when marking up data,
as the expert's time and the number of tasks processed
increase, the markers become more confident about
the project context and a higher percentage of tasks
receive positive marks. It is concluded that the more
an expert works within the project, the more accurate
the estimates become, that is, the clarity of the tasks
recorded in the

whose descriptions are tracking

system significantly depends not only on the wording

of their textual description, but also on understanding
the content of the project itself. It is assumed that
only experts from the middle of the project can
provide adequate markup for the data to classify
the quality of task formulations.

Fig. 5. Distribution of expert markup marks

Thus, we obtained four labeled data sets and
analyzed the correlation of the estimates provided
by different experts. As can be seen from Fig. 6,
the consistency of experts' opinions is low: at best,
the markers overlap in only 76% of the tasks, and
sometimes only in 43%.

Fig. 6. The level of consistency
of the four experts' opinions

Cohen's kappa coefficient is a statistic used to
measure inter-rater reliability (as well as intra-rater
reliability) for qualitative (categorical) items [25].
It is believed to be a more reliable measure than
calculating the

simply of agreement,

as kappa also takes into account the possibility of

percentage

random agreement.
Cohen's kappa measures the agreement between

two raters, each of whom classifies N items
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into C mutually exclusive categories. The definition
of « is as follows:

Py — P, _1_1_170
1-p, 1-p,

where p, — is the relative observed agreement among

K=

(1

raters, and p, — the hypothetical probability of random

the observed data
the probability that each observer will randomly

agreement, using to calculate
see each category.

If the raters are in full agreement, x=1.

If there is no agreement among the raters, other
than what would be expected by chance (as indicated
by p,), k=0. It is possible that the statistics will be

negative, which may occur by chance if there is no
relationship between the estimates of two appraisers,
or it may reflect a real tendency of appraisers to give
different estimates.

Fig. 7. The Cohen Kappa

Thus, the assumption that task understanding
depends on the availability of information about
the project, involvement in the development team,
etc. was confirmed.

Next,
we selected only those tasks where at least 3 experts

to form the dataset for classification,
gave the same answer about the quality of the task.
Thus, we obtained 623 positive and 187 negative
task evaluations.

For k categories, N observations to be classified,

and n,; is the number of times that evaluator i predicted

category k :

1
P. :anklnkz 2

In machine learning and statistics, to evaluate
binary classifications, the Kappa Cohen formula can be
written as follows:

2(TPxTN—FN x FP)
K= 3)
(TP+ FP)x(FP+TN)+(TP+FN)x(FN +1TN)

Where TP — true positives;
FP —false positives;
TN - true negatives;
FN — false negatives.

Based on the expert ratings, we calculated Cohen's
kappa coefficient for each pair of markers. The results of
calculating Cohen's kappa coefficient for the experiment
are shown in Fig. 7.

The analysis of modern approaches to automatic
text data processing has shown that Bayesian classifier
and neural classifiers are well suited for classifying text
expressions. A series of experiments were conducted.

Since one of the experiments is training a neural
network based on a vectorized representation of the text
and, according to the literature, the most representative
are the vectors created by artificial neural networks,
and given the small amount of data and resources,
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the trained BERT (bert-base-uncased) model from the
Python package for transformer class models was chosen
for the experiment. This model was trained on a large
dataset, which was tokenized using an appropriate
which 28996 natural
tokens, 5 of which are the following tokens:

— [PAD] - to add to the sequence to get the
required size;

— JUNK] - to
(in this case, this token was checked and was not present
in the dataset);

— [CLS] - token to indicate the token in which
the class should be located in the original sequence;

tokenizer, includes language

replace unknown characters

— [SEP] — a separator token;

— [MASK] — a masking token used in training with
Masked Language Modelling. This training methodology
is often used in pre-training natural language models
to obtain representative vectors of input text sequences.

Transformers were first introduced in [26] as
an encoder-decoder architecture, i.e., the input data
is first collapsed to obtain a representation and then
unfolded to perform a specific task. The main idea is to
use a self-attention mechanism, which allows the model
to effectively interact with different parts of the input text
simultaneously. The model consists of several layers,
each of which contains attention mechanisms and
notation (normalization, activation).

The formula for the
in Transformers is as follows:

Attention(Q,K,V) =Softmax(QKT/\/Z)V , 4)
where O, K, V

attention mechanism

— query, key and value matrices,

respectively;
d, — the dimension of the key vector.

Also, it was found that using only one level of
attention is less efficient than using the attention
mechanism on different linear projections of the query,
key, and learned values, then collecting them all together
and adding another linear projection to the original
representation size. This operation can be described
as follows:

MultiHead(Q,K,V) = Concat(head, .-, head, )Wo, (5)
where head; = Attention(QVKQ,KVKK W ) .

One of the key innovations of the BERT deep
learning model, which uses an encoder model that does
not perform autoregressive prediction, is two-way
contextual encoding, which allows the model to use

information from all directions in the text. During

training, two types of input representations are used:
segmental and positional embeddings.

The formulas for positional and segmental
representations in the BERT neural network look

like this:
Positional = Embedding (wl. ) + PositionalEncoding (l) , (6)

Segments = Embedding (s j) , (7
where w, — token on the position i ;
§; — segment identifier of the sentence ; ;

PositionalEncoding (i) — is the vector of the

position designation i in the input sentence.

There are many options for modeling the

position, such as uniformly increasing functions
or periodic functions.

The Bayes classifier was chosen as the first
classification method. It is based on Bayes' theorem,
which determines the probability of an event based
on the probabilities of previous events. In the case of
text classification, the Bayesian classifier uses the
probabilities that a certain word or phrase belongs
to a certain class.

The basic idea of a Bayesian classifier is to
determine the probabilities for each class, given the
occurrence of specific words or phrases in the text.

Mathematically, this is expressed as follows:

P(X|C, )xP(C
P(C.|X)= ( ;)X € ®)
(X)
where P(Cx X ) — is the probability that document X

belongs to the class C, ;
P(X|C,) — is the probability of document X
given the class C, ;
P(C,) —a priori probability of the class C, ;
P(X) - total probability of the document X .

To simplify the calculations, additional assumptions
are often used, for example, the independence of word
occurrences, which allows expressing the probability
of a document given a class as the product of the
probabilities of individual words:

P(X|Ck): P(w] |C,€)><P(w2 |Ck)><...><P(wn

G). O
where w, — a single word from a document.

For the Bayesian classifier, vector representations
are obtained from the trained BERT neural network.

These representations are then used as independent
datasets, unrelated to the text, on which the classifier
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is trained. According to the experimental results,
the Bayesian classifier achieved an accuracy of 70%.
For the deep learning-based classifier, we chose a neural
network for binary classification based on the BERT
transformer architecture from the above package.
The same model was chosen as a training model.

For evaluations, the F1 criterion is used — a metric

Fig. 8. Graph of F1 metric dependence on the training step

Thus, the experiments have shown that developing a
classification model to identify the quality of textual
descriptions of sprint tasks requires the involvement of
experts who know the project context, determining the
vectorization approach, and choosing a classifier model
that depends on the available data collected from the
project tracking system.

Conclusion and perspectives
of further development

Thus, based on the results of the study, the
following conclusions can be drawn.

This study focuses on solving the problem of
textual
of sprint tasks in the project management system,

identifying the quality of the description
which, in turn, determines an important aspect of trying
to reduce the risks of project failure. In solving this
problem, the developed and implemented sprint task
classifier is wused, which automatically identifies
poor-quality task formulations. It was found that this
can act as a catalyst for improving the formulated tasks
and adding detailed descriptions, which contributes to the
effective work of the project team as a whole.

The analysis of textual data confirms that the
existing data in the tracking system is incomplete
and contains abbreviations, symbols, and slang.

This undoubtedly makes it difficult to understand.

for measuring the accuracy of models in classification
tasks and is a harmonic mean between precision and
recall. The result is a classifier that gives an accuracy
score of approximately 83% on the test dataset, which is
a good result for a small dataset and data with
conflicting labels.

The training schedule is shown in Fig. 8.

It should be noted that the team understands the
project context and is able to perceive the information
provided. The results indicate that the quality of the
wording is determined by the level of the expert's
awareness of the specifics and context of the project,
while increasing the number of experts has almost
no effect on the result.

Adding formulation assessments during the
sprint retrospective to train the classifier model and
involve project team members as experts appears to be
advisable. This will facilitate data collection for regular
model training and improve the consistency of ratings
assigned by different experts.

Despite the experiments that did not reveal the
superiority of a particular classifier, it is recommended
to use several classifiers, compare their results by
F-measure, and take into account the choice of vectorizer
to select the best one. Experiments on real data from
a software development project for a Bayesian
classifier and a classifier based on the Transformer
architecture showed an accuracy of 0.7 and 0.83,
respectively, which is quite acceptable given the
training data.

In further research, it is planned to test the
hypothesis that the classifier's effectiveness depends
on a particular project and the use of unsupervised
learning methods for the task of identifying the

quality of formulations.
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MOJIEJIb IIEHTUH®IKAIIII 3ABJAHDb CIPUHTY ITPOEKTY
HA OCHOBI iX OITUCY

IIpeamerom pocaikeHHs € imeHTH(diKalis 3aBIaHb COPUHTY MPOEKTy. MeTa €TATTi — MOIIYK MiAXOMIB 10 3HM)KEHHS PU3UKIB
HEBHKOHAHHSA 3aBJaHb CHOPUHTY. Y poOOTI BUPINIYIOThCS TaKi 3aBIAHHSM: aHATI3 JOCTIKEHb MO0 KiacHdikamii Ta Bizyamizamii
3aBIaHb IIPOEKTY; PO3POOJIEHHS alrOpUTMYy, SKHH 3JaTHHH aBTOMAaTHYHO KJIACH(IKyBaTH TEKCTOBI OIMCH 3aBAaHb CIIPUHTY;
30ip 1 mMiAroTOBKa HaBUANBHOI BHOIPKH TEKCTOBHX OIKCIB 3aBJaHb CHPUHTY Ul HaBYaHHS Ta TECTYBaHHS MOJENI KiacHQikarii;
3aCTOCYBaHHS METOMiB OOpOOJIEeHHS MPUPOAHOI MOBH Ul BIOCKOHAJCHHS Kiachdikamii Ta 3a0e3meYeHHs] TOYHOCTI pe3yibTaTiB,
NPOBEJICHHS BaJiAallii MOJETi Ha pealbHUX IMOKA3HMWKAX VIS OIIHIOBAaHHA €(EeKTHBHOCTI W TOYHOCTI KiacHdikarlii; mpoBeaeHHS
aHai3y pe3yJsbTaTiB. BUKOPHCTOBYIOTBCS Taki MeETOAM: MAIlWHHE HABYaHHS I Kiacudikaiii, BEKTOpH3allis TEKCTIB,
knacu(ikais TEKCTOBUX OIHUCIB, OOpPOOJICHHS MPUPOTHOI MOBH, CEMAaHTHYHHUI aHalli3 TEKCTy OMKCY 3aBJaHb Ta OOpOOIEHHS
eKCHEepPTHUX OIIHOK. JlocArHyTi pe3yabTaTH. 3amponoOHOBAHO KOMIUIEKCHHH MiOXiZi BUKOPHUCTAHHS AalTOPUTMIB MAIIMHHOTO
HaBYaHHs, 10 Tependavae 30ip Ta 0OpoOIEHHsT TEKCTOBUX OIMKUCIB 3aBAaHb, /Ui KiacHikalii Ta 3alydeHHs eKCHePTHHX OL[IHOK
3 METOI0 BJIOCKOHAJICHHS SKOCTI CIPUIHATTS 3aBJaHb KOMAaHJOI NpOeKTy. IIpoBeneHo Kiachdikaliio TEKCTOBUX BHCIIOBIB
Ha OCHOBI Kiacudikaropa baeca Ta HelipoHHHX KiacudikaropiB. PeanmizoBaHO Bi3yallbHy pemnpe3eHTamilo aaHux. lIpoBeneHO
CEMAaHTHYHHI aHali3 TEKCTy OMHCY Ta Ha3BU 3aBIaHHA. OTpHMaHO PO3MITKY HOaHUX M Kiacu(ikamii sKocTi (HopMyITIOBaHb,
ska OyJa BHKOHaHa KOMAaHIOK ekchepTiB. [l BHUMIpIOBaHHS HaIiffHOCTI OTPUMAaHHX OIIHOK EKCIIEPTiB pO3paxoBaHO
koe¢imient kxamma KoeHa 1yt koxHOT mapu po3MITHHKIB. 3a pe3ysbTaTaMH eKCIIEpUMEHTIB Juisl KiacudikaTopa baeca orpumano
touHicTh 70%. nst ximacudikaropa Ha OCHOBI INIMOOKOro HaBYaHHA oOpaHO HEHpPOHHY Mepexy it OiHapHOI Kiacugikamii
Ha OCHOBI apXiTeKTypu transformer. [IpoBeneHO HaBUaHHA HEHPOHHOI Mepexi 3a IONOMOTOI0 MOBH IporpaMmyBaHHS Python
i ppeiiMBOpKIB 1151 TIMOOKOr0 HaBYaHHS. YHACIIIOK OTPUMaHO KiacudikaTop, 0 Ha TECTOBOMY HaOopi omiHioe 3 TouHicTio 83%,
IO € TapHUM pe3yJbTaToM JUIi Majoro Habopy IaHUX 1 JaHHX i3 CyNepewIMBUMH MiTKaMH. BHCHOBKH. AHai3 TEKCTOBOI
iH(popMaIii MiATBEpPIDKYE, MO HAsABHI B CHUCTEMI TPEKIHTY OaHi HE MOBHI Ta MICTATh CKOPOUYCHHS, YMOBHI IMO3HAKH Ta CIICHT.
3100yTi pe3ynbTaTH CBiI4aTh MPO Te, IO OLiHKAa SAKOCTI (OpMYJIOBaHb BH3HAYAETHCA piBHEM OOI3HAHOCTI eKCHepTa IIOJ0
0COOJIMBOCTEH | KOHTEKCTY MPOEKTY, BOJHOYAC 301MbIICHHS KiJbKOCTI €KCIEPTiB Maike He BIUIMBAE Ha pe3yibTaT. Y MOAANBIINX
JOCITI/DKEHHSAX PEKOMEHIYEThCS MEPEBIPUTH TINOTE3y IPO 3aSKHICTh e()eKTHBHOCTI KiacudikaTopa BiJi KOHKPETHOTO IPOEKTY
Ta BUKOPHUCTAHHS METO/IB HABUAHHS 0€3 YUHUTEIN JJIs 3aBJaHHs 1IeHTHIKAI] IKOCTI (OPMYITIOBAHb.

KiouoBi cioBa: TpPOEKT; OMWC 3aBJaHb; CHUCTEMa YNPABIiHHA 3aBOAHHSAMH TIPOEKTIB; MOJENb;, KiIacU(iKaTop;
BEKTOpHA perpe3eHTallisl.
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B. JIsamuk, I. [ITyBIH

METO/ JIOTTYHHUX MEPEX
151 MOAEJIIOBAHHSA CUCTEM AJJAIITUBHOT'O TECTYBAHHSA 3HAHD

IIpeameroM nocaigKeHHs1 € pO3POOJICHHS MAaTEeMAaTHYHOTO Ta aITOPUTMIYHOTO 3a0€3MEUYEHHs iHTENEeKTYalbHOTO 1IHCTPYMEHTAPilo
aHai3y HaOOpiB TECTOBHMX 3aBJaHb i MOJEJIIOBAaHHS IpOLeCy iHTeprperanii sSKOCTI HaOOpiB TECTOBHMX 3aBOaHb, L0 JA€ 3MOTY
00’€KTHBHO Ta BCEOIYHO MPOBOJUTH O€3NepepBHUI KOHTPONb 3HAHb Cy0’€KTiB HaBYaHHS 3a yYMOBH BIIPOBA/DKEHHS KOHIETIIT
BIpTyaJIbHOTO PO3MOALICHOTO HaBYaHHS (NEpemiaroToBki). Mera po6oTH — miABHUIICHHS €(EKTHBHOCTI KOHTPOIO 3HAHb Cy0 €KTiB
OCBITHBOT'O IIPOILIECY B YMOBAaX AMCTaHLiiHOT pOpMHU HaBYaHHS 3 JONOMOTOKO 3aCTOCYBAHHS aJalTHBHUX METOZIB KOMII IOTEPHOIO
TECTYBaHHS Ha OCHOBI MOJeNiel JIOTIYHMX MepeX 1 aureOpu CKiHUYCHHHX NpeauKaTiB. Y CTAaTTi BHUPILIYIOTBCS TakKi 3aBJaHHS:
(opMyBaHHSI MOJEJl TECTYBaHHS B PO3IOAIIEHOMY BIpTyalbHOMY HABUAJBHOMY CEPEIOBHINI Ta MOJENI OLIHIOBAHHS BAaJiIHOCTI
3a 3MiCTOM HabOpIB TECTOBUX 3aBIaHb. BUKOPHCTOBYIOTHCS Taki METOIM: METO/H JIOTIYHUX MEPEX i anreOpaidHOro MporpaMyBaHHs
Ha OCHOBI anreOpW CKIiHUCHHHX TIPEIMKATiB 1 TpPEAUKaTHHX OIepalii, IHTeNeKTyanbHUH aHamiz iHpopmauii. 3m00yTO
Taki pe3yJabTaTH: CHOpMyIHLOBAHO HMPHUHIUITY iHTEIEKTYAIBHOTO aHANI3y B HpOIeci PO3poOIeHHS MOAENI yHIBepCcalbHOI JIOTiIHOL
MepexXi Ta i 3aCTOCYBaHHS 10 aKTyalbHHX 3aBIAaHb HITyYHOTO IHTEIEKTY B Tay3i HepopMamizoBaHOTO 0OpoOieHHs iH(opmarii,
a caMe B mMoOyOBI CHCTEM TECTyBaHHs 3HaHb JUIA PO3MOIIICHOTO BIpTyaJbHOTO HaBYaHHS. BHCHOBKM. YIOCKOHAJICHO aITrOPUTMH
ONTHMAJILHOTO 0araToCTyMiHYacTOro aJalTHBHOTO TECTyBAaHHS 3HAHb SIK YaCTUHH MOJEJIeH PO3IOIUICHOrO BipTyalbHOTO HaBUYAHHS
Ta METOMIB aHAII3y YCHINIHOCTI Cy0’€KTiB HaBYaHHA. BHKOpPHCTaHO KOH’IOHKTHBHY JEKOMIIO3MINIO 3 OiHApHHMH INpeAnKaTaMH
Ta JOCSATHYTO METY IOCHTIDKEHHS, OCKUIBKA TakUM CrocoOoM OyIb-sKuii OaraTOMICHHI NpemuKaT MO)KHA MOJATH JIOTIYHOIO
MEPEexKel0, 10 MOJIENIOE MPOLec TecTyBaHHs 3HaHb. ONMUCaHO MOJENb Cy0’€KTa HaBYaHHS.

KoarouoBi ciioBa: mporpamHua imKeHepis; 6a3u 3HaHb; anreOpa CKiHUCHHHX IPEIMKATIB; JIOTIYHI MEpeKi; JOTiuHi MmpaBwIia;
HaJIfHICTh TECTiB; BUKOPUCTAHHS 3HaHb; MOJEJb Cy0’€KTa HaBYaHHSI.

1. Beryn 3a yMOBM Takoro IiJIXOXy TECTyBaHHS  MOJXKe

po3risimaTHCs  AK  ACSKHA  JIarHOCTHYHHUHA — TIpoIiec,

Hapasi cepex mnpobiem aucTaHmiiHOi OCBIiTH [1]
0ocOONMMBE MicCIle TMOcimae mpoOileMa aBTOMATH3AIlil
KOHTPOJIIO 3HaHb. [IUTaHHS KOMIT'IOTEPHOTO KOHTPOJIIO
CTAHOBJISITh 3HAYHUI 1HTEpPEC Uil BHKIAIA4iB BHIIUX
3aKjgaaiB 1 PO3pOOHUKIB

HaB4YaJIbHUX IIporpaMHux

3aco0iB  peam3amii Takoro KOHTpoOdO. BoaHouac

MpOOJICMH KOMIT FOTEPHOTO KOHTPOJIFO 3HAHb HEIOCTATHBO
IIMPOKO BUCBITIICHI TEOPETHYHO, 1 3aI[iKaBJICHICTh HUMH
31eOIITBIIIOI0 Peali3yeThCsi 3 IOMOMOIOK CTBOPCHHS
4eproBoi  Mporpamu

KOMH’IOTepHOFO KOHTPOJIIO

i3 3a3majeriab  po3poOieHUM  HabOpOM  3aBIaHb.
3acobn amanTUBHOTO TECTYBaHHSA Majo JIOCIiIKEHI
il OIparnbOBaHi HEIOCTATHBHO PO30PO.

KonTtporms 3HaHp a00 TecTyBaHHS — TIpoOIleC,
[0 MPOBOIUTHCS 3 METOI0 BHM3HAYCHHS PIBHSI 3HAHb
cy0’exta HaB4yaHHA [2]. lle HalOLIBII CTaHOAPTH3OBAHUI
1 00 €KTUBHHMI METOJ KOHTPOJIO Ta OILIHIOBAHHS 3HAHB,
YMiHb 1 HABUYOK Cy0’ €KTa HaBYAaHHS, SKUH 11030aBICHNI
TaKAX TPAAUIIHHUX HEIOJIKIB IHIIMX METOIB KOHTPOJIIO
3HaHb, SK HEOJHOPITHICTE BHUMOT, CyO’€KTHUBHICTbH
€K3aMEHATOPIB, HEBU3HAYCHICTh CHCTEMH OIIHIOBAHHS
tomo. PiBHI 3a3BUYai

3HaHb JAUCKPETUZYIOTBHCA.

a CTaHW, M0 XapaKTePU3YKOTh OIIHKH 3HaHb CY0’ €KTa
HaBYaHHS, — SIK JIarHOCTWYHI cTaHW. TecTH € eeKTHBHIM
3ac000M MEPEeBiIPKU SKOCTI 3HAHb, HAOYTHX CTYICHTAMH,
i OIepaTMBHOIO KOHTPOJIO eTamiB HaBuaHHS [3].
Indopmaniiini  ocsitHi pecypcu (IOP), mo wmictsaTh
TECTOBI MaTepiaiy, MOKHA TTOAIIMTH Ha JBi KaTeropii:

— OpieHTOBaHI

Ha TPOXO/PKCHHA CTyJACHTaMHU

TECTIB y MUCHMOBIH (popMi 3 MOAANBIIOI0 TEPEBiPKOIO
BpYYHY
pe3ynbTaTiB

BUKJIanadeM (sK BapiaHT — CKaHyBaHHS

TECTyBaHHS I ix MOJAJIBIIOT
ABTOMAaTH30BaHOI NEPEBIPKN);

— cucremn Kowmrr totepHoro TectyBaHHSI (CKC)
3 BIZINIOBITHUM HAIllOBHEHHSM TECTOBUMH MaTepialamMH.

ITepeBaru gpyroi kareropii rectoBux IOP oueBnmHi.
Bonu 3BUTHHSIOTH BUKJIAJa4a Bil PYTUHHOI poOOTH
M dYac ICOHUTIB 1 TPOMDKHOTO OIIiHIOBAaHHS 3HaHBb
y TpaJuLiiHOMY HaBYallbHOMY MpOLECi, a B HaBYaHHI
3 BHKOPHCTaHHAM JUCTAHI[IMHUX TEXHOJIOTil CTaloTh
OCHOBHMM  3aCO00M  KOHTpOJIIO;  YMOXJIMBIIIOIOTb
aBTOMATH3aIi0 00pOOICHHS pe3yNbTaTiB, 00’ €KTUBHICTH
KOHTPOJIIO Ta HIBHJKICTh HEPEBIPKH SKOCTI MiJrOTOBKH

3HAYHOI KUTBKOCTI Cy0’€KTIB HABUAHHS i3 IIMPOKOTO KOJIa
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nutadb. lle mae 3MOry BH3HAYHUTH PO3ALUTH, IO €
HaOIIBILIO CKIAMHICTIO y BUBYEHHI, Ta B PEKHMI
ajarrrarii HaBYaHHS

KOpPHUI'YBAaTH IIpoLec 3QJISIKHO

Bim  pesynbrariB  TectyBaHHs. CKC  BHKOHYIOTH
HaBYaJIbHY (YHKIII0O Ta JONOMAaraioTh YHPOBAJWUTH
METOJM IHAMBigyamizamii mpolecy HaOyTTS 3HaHb
cy0’ekTaMu HaBYaHHA [4].

OyHKIii KOHTPOJIO 3HAHb BHKOHYIOTH BOJHOYAC
HaBYAIILHO-BUXOBHE Ta PO3BUBAJIbHE 3aBJaHHS. TecTyBaHHSA
€ BQXJIMBUM €JEMEHTOM He TUIbKH KOHTPOJIO 3HaHb,
ajge W HaBuaHHsA. HaBuanbHMI CKJIaJIHUK TECTYBAHHSA
MOJISITa€ B TOMY, 110 KOPUCTYBa4eBi MiCIIs MPOXOKEHHS
TECTy HaJaloThCS TOCHWJIAHHS Ha PO3JIUIN HaBYAILHOTO
Mmarepiainy, 3 SKHUX BIH BIANOBIB  HENPaBUILHO.
Jns nocsTHeHHS 3a3HAYCHHWX pe3yNbTaTiB HEOOXiTHO
MIBUAKKUMH  TEMITaMH

po30yIOBYBaTH UCTAHIIHHY

(opMy HaBUaHHA, YIPOBADKEHHS $KOI B YKpaiHi
nependadene HarioHansHOIO porpamoro indopMaTH3arii.

OyHKIIiS KOHTPOJIIO [5] moJsArae y BUSBICHHI CTaHy
3HaHb 1 BMIHb CTYJIEHTIB, pIiBHS TXHBOTO PO3BHUTKY,
y BUBYCHHI CTYIEHS 3aCBOEHHS IIEBHHX KOMIIETEHIIIH,
HaBUYOK parioHaIEHOT HaBYaIbLHOT IISUIBHOCTI.
3a OmOMOTrOI0 KOHTPONIO BHU3HAYAETHCSA BHXITHUH
piBEHb I TOJAIBIIOrO HAOYTTA

3HaHb, YyMiHb

1 HABUYOK, BUBYAETHCS IIMOMHA Ta 00CAT iX 3aCBOEHHI.

[MopiBHIOETBCS — IJIAHOBAaHWW  piBeHb 13 JIHCHUMU
pe3ynpTaTaMu, YCTaHOBITFOETHCS e(eKTUBHICTH
BUKODHUCTOBYBAaHHMX  BHKIQJadeM  METOMdiB,  (GopM

13ac00iB HABYAHHSL.

HaBuaneHa ¢yHKIis [6] KOHTpOJIO 3HAaHb MOJNATAE
B YAOCKOHAJCHHI 3HAaHb 1 BMiHb Ta iX CHCTEMaTH3allii.
Y  mpomeci  mepeBipKH  CTYJEHTH  IOBTOPIOIOTH
1 3aKpiIUIIOIOTh BUBYEHWI Martepian. BoHm He mmme
BIZITBOPIOIOTh paHillle BUBYEHE, ale N 3aCTOCOBYIOThH
3HaHHS Ta BMIHHI B HOBiI cwuryamii. Ilepesipka
JIorioMarac  BUOKPEMHUTH OCHOBHE B JIOCIIKYBAaHOMY
MaTepiani, 3poOUTH BHUSABICHHS HAasSBHUX 3HAHb 1 BMiHBb
Ol 3po3yMinuM i TouHMM. KOHTpoONb cripusie Takox
y3araJbHEHHIO Ta CHCTEMaTH3allii 3HaHb.

CytHicte miarHocTH4HOi (YHKIIT KOHTponro [7]
moysirae B OTpUMaHHI iHpoOpMAarii Mpo MTOMUIKH
W MporajMHM B 3HAHHSX 1 BMIHHAX Cy0’€KTa HaBYaHHS,
a TaKoX MPO MPUYHMHY, IO iX MOPOIKYIOTh. 32 YMOBH
YHUCIEHHUX MOMMWJIOK BHKJaJad aHalli3ye TPYIHOII,
3 SIKUMH CTHKAIOTHCSI CTYICHTH y BUBYCHHI HABYAJIBbHOTO
MaTepiairy. 3a pe3yapbTaTaMH IarHOCTUYHHX TMEPEBIPOK
o0upaeThcss HAMOLTBII IHTEHCHBHA METOJMKA HABYAHHS,
a TaKOXK YTOUHIOFOTHCS HAIIPSIMK MOJIAJIBIIIONO BIOCKOHATICHHS

3MiCTy, METO/IB i 3aCO0IB OCBITHBOTO IIPOIIECY.

IIporaoctnuna QyHKIis [8] momomarae OoTpUMaTH
BUIIEPEPKAIIBHY 1H(POPMAII0 PO HaBYaIbHO-BUXOBHUM
mporec. [licis mepeBipku 3HaHB 3’ SABIAIOTHECSA IMiACTABH
JUIL  TIDOTHO3YBAaHHS [EBHOTO €Taly HaBYAJIBLHOTO
IpoLecy: YM JOCTATHBO C(OPMOBAHI KOHKPETHI 3HAHHS,
YMiHHS W HaBUYKM JUId 3aCBOEHHS HACTYITHOI MOPIi
HABYANBHOTO MaTepiamy (po3miry, Temwu). Pesymbratu
HPOTHO3yBaHHS

BUKOPUCTOBYIOTb  JUIsl  CTBOPEHHS

MOJeN TOHANbINOl TOBENIHKH Cy0’€KTa HaBYaHHS,
II0 TPUMYCKAEThCS TMOMIJIOK KOHKPETHOTO THITy a0o
Ma€ TII€BHI TPOTAIMHA B CHCTEMi IMi3HABaJIbHOI
JUSUTBHOCTI. 3aBASKH MPOTHO3YBAHHIO BUKJIAaMa4 POOUTH
MPaBWIIbHI BHCHOBKM JUIi TOAAJBLIOrO IUIAHYBAaHHS
HaBYaJIbHOT pOOOTH.

Mera poboTm — TiABHIICHHA e(EeKTUBHOCTI
rpouecy

B YMOBax IUCTaHIiIfHOI ()opMH HAaBYaHHS 3 JOIIOMOTOIO

KOHTPOJIIO 3HaHb CyO’€KTIB  OCBITHBOTO
3aCTOCYBaHHS QJalTHBHUX METOJIB KOMII IOTEPHOTO
TECTYBaHHS Ha OCHOBI MoJeleld JOTIYHUX Mepex
1 anreOpy CKIHYEHHUX MPEIUKATIB.

Metoto pobotn € po3poOIEHHS MaTEeMaTHIHOTO
Ta AITOPUTMIYHOTO 3a0e3NEeYeHHS IHTENEKTYalbHOTrO
IHCTpyMeHTapilo aHamizy HaOOpiB TECTOBHX 3aBlaHb
1 MO/IeNIOBaHHs TPOLECy IHTeprpeTanii SKocTi HabopiB
TeCTOBHX 3aBHaHb. lle mae 3Mory 00 €KTHBHO
Ta BCeOIYHO MPOBOAMTH Oe3nepepBHHUN KOHTPOJIb 3HAHb
CTYNIeHTIB (CyO’€KTiB HaBUaHH]) B YMOBAaX YIPOBAKCHHS
KOHIICTIIIi BIPTYaJIbHOTO  PO3MOJUICHOTO  HABYAHHS
Ha OCHOBI CTBOPEHHSI METOZIB aBTOMAaTH3aIlii OIiHFOBAaHHS
SIKOCTI OCBITHIX TECTIB Ta iHTepHpeTalii pe3yJsbTaris,
ONKCY MaTeMaTH4YHOTO  amapary, IO JOIOoMarae
sIKHaHKpallle OMUCYBAaTH CKJIaJHI HTENEKTyallbHI MpOIEeCH
i METOIW OLIHIOBAaHHS KOMIUIGKTIB TECTOBHX 3aBIaHb

ITi/1 4ac MepeBipKy piBHs 3HAHb CY0 €KTIB HABYaHHSI.

2. ITocTaHoBKa 3aBIaHHA

Ilig aganTHBHUM TECTOBMM KOHTPOJIEM PO3YMIIOTh
KOMIT'FOTePH30BaHy CHCTEMY HAyKOBO OOIPYHTOBAHOI
MEepeBIpKM  Ta OLHIOBAHHS pe3y/bTaTiB  HaBYaHHS,
o0 Ma€ BHUCOKY C(QEKTHBHICTH 3aBISKA ONTHUMI3allii
Tporeyp

pe3ysbTaTiB BUKOHAHHS aJalTHBHUX TeCTiB [9].

reHepailii, T[OJAHHS Ta  OIIHIOBAHHS

EdexTuBHICTh  KOHTPOJBHO-OI[IHHUX  MPOLIEAYP
IiIBUIIY€ETHCS 32 YMOBU BHKOPHCTaHHS 0araToOKpOKOBOT
cTparerii BiZOOpYy Ta NOAaHHS 3aBJaHb, OCHOBAHOL
Ha JIrOPUTMAax i3 MOBHOIO KOHTEKCTHOIO 3aJIeXKHICTIO,
y SKAX 4eProBUil KPOK BifOYBA€ThCS TUIBKH BHACIIIOK
OLIIHIOBaHHS KPOKY

pe3yJ'H>TaTiB nonepeaAHboro
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(abo xpokiB). Ilicias BUKOHAHHS YEPrOBOTO 3aBIaHHI
mopasy
mpo BHOIp piBHA CKIATHOCTI HACTYHNHOTO 3aBJaHHI

BUHMKa€e T1oTpeda B yXBaJIEHHI pillIeHHs
3aJI)KHO  BiJl TOTO, MPABHIBHOI UM HEMPABHIBHOIO
Oyxa momepemHs Biamoins [10].

AjnropuTMH  mmOOpy Ta TMOJAHHS  3aBIaHb
OyIyIOThCS 332 TPUHIWAIIOM 3BOPOTHOTO 3B’SI3KYy, KOIHU
B pa3l NpaBWIbHOI BIAIIOBIJI, HAAaHOI CTYICHTOM,
4eproBe 3aBIAaHHSA OOMPAETHCS MiNBHIICHOI CKIIAJHOCTI,
a  HeNpaBWIbHA  BIJMOBIAb CIOPUYHMHSIE  TOJAHHS
HACTYIHOTO, MEHII CKJIAJHOTO, 3aBIAHHS, MOPIBHIHO
3 THM, Ha fKEe CYy0 €KT HaBYaHHS JaB HENPAaBUIbHY
BianoBiAb. Takok MOKJIHBI JOJATKOBI 3alIUTAHHS 3 TEM,
SKI CTYACHT 3Ha€ HE AyKe no0pe, Juisi OUIbII TOYHOTO
3’ACyBaHHS PIBHSA 3HAaHb y MeXaX MEBHUX HaBYAIBHUX
MoxyiniB. OTKe, aJaniTHBHA MOJIC)Ib HAraJye BHKJIajgada
Ha ICOUTI: SKOIO CyO’€KT HaBYaHHSA BIAINOBimae
HA 3alUTaHHS BICBHCHO W MPaBUIILHO, BUKIIAAAY JIOCHUTh
IIBHJIKO CTaBUTh WOMY MO3UTHBHY OINHKY. SIKImIO TOH,
XTO TPOXOIUTHh ICIHT, TIOYMHAE JaBaTH HEMPaBIIbHI
BIANOBiAi, TO BHKJIAAad CTaBUTh IHOMY JOJATKOBI
a00 HAaBiJHI 3alUTaHHS TOTO CAMOTO PIBHS CKJIaTHOCTI
abo 3 Toi camoi Temm. I, HapemTi, SKIIO CTYAEHT
i3 caMOro MmoYaTKy BiJMOBi/Ja€ MOTaHO, OIIHKY BHKJIAIay
TEX CTaBUTbH JOCHUTH MIBUIKO, aJI¢c HETATHBHY.

Jns  3acTocyBaHHS TECTOBOi MEpEBIpKH 3HaHb
y cHcTeMax BipTyalbHOTO HaBYaHHS TPHPOTHOIO €
BHMOTa MiHIMaJbHOTO OOCSTY TECTOBUX 3aBJiaHb, Ha SKi
Mae BiImnoBicTH cy0’exT HaBYaHHS. OIHAK IS CTATHCTUYHO
MOBHOI OIIIHKUM C(OPMOBAHUX KOMIIETCHI[IH CTyJECHTa
HeoOXigHO, 00 KiMBKiCTH #oro BigmoBimed Oyma

gkomora  Oumemoto.  OcCTaHHE €  CynepedIMBUM
i, 3B@)KalOYM Ha Te, M0 PO3POOJICHI TECTH MAaroTh OYTH

aJlecKBaTHUM  BIIOHUTTSIM

nporeaypa
PO3POOJICHHS TECTiB, AJTOPUTM TECTYBaHHS, aJTOPHUTM

npeAMeTHOl raiysi, cama

aJIaliTUBHOTO  TECTyBaHHS  (30Kpema
OIIHIOBAHHS 3HaHb) MAa€ HAIIMHO KOHTPOJIOBATUCS
B IPOIIECi CTBOPEHHS i TECTYBATHCS SIK MPOTYKT.

Bubip Takoro airoputMy TECTyBaHHS, CTPYKTYypH
TeCTiB, sKi O 3aJOBOJLHSUIA BHKIAAEHUM BHMOI'aM
1 XapaKTepHCTHKaM, HE € TPHUBIaJbHAM 3aBIaHHIM
1 HaJaal BU3HAYAETHCS SIK 3aBJAHHS JOCITIIKEHHS.

Anrebpa mpenukaTiB € 3pydHUM 1 e(QeKTHBHUM
crocoboM ¢opmMansHoro 3anucy iHgopmanii HaiiOLIbII
3aralpHOTO BUTISAAY. Mopens, moOymoBaHa 3acobaMu
anreOpu  NpenuKariB  Ta MpeJUKAaTHUX  Olepail,
€ CHCTeMOI0 MpEAWKATHUX PIBHSHB, Ui €(QEKTUBHOTO
pILLIEHHS SIKOT CIYTY€E JIOTIYHA Mepexka, L0 YMOKIUBIIIOE
K MOJIEIIOBaHHS 1

BepHQIKaIlfo IHTEIEKTyaTbHUX

MOJIEIIEM, Tak 1 0e3mocepeTHIo peatizarnito
SIK IHTEJIEKTYaIbHOTO SIIIpa.

3anporoHoBaHO JBa MOHATTS: "JOTIT PiBHA 3HAHB"
i "nmorit piBHa TpyaHouniB 3amanns” [11, 12]. Ilepuie
BU3HAYCHO SK HATypalbHUH JIOrapu(dM BiTHOIICHHS
YaCTKU NMPaBUIILHUX BIINOBiJEH BHIIPOOYBaHOTO Ha BCi
3aBJaHHS TECTYy JO YaCTKH HENPaBUILHHUX BiIIOBiIeH,
a Jpyre MOHATTS — SK HATypaJbHUN Jorapum iHIIOTO
BITHOIICHHS:  YaCTKM  HENpaBWIFHUX  BIATIOBimeH
Ha 3aBIaHHSA TECTy IO YaCTKU MPABHIBHUX BiIMOBIiICH
HAa Ti cami 3aBIaHHA 3a MHOXHWHOI YYACHHKIB
TecTyBaHHS. €auHa JorapupMmivyHa IIKaiga Aae 3MOTy
BCTAHOBUTH HEOOXiMHY BIIMOBIAHICTE MK piBHEM
HIATOTOBKM ¥ TpyIHOLIAMU 3aBJaHHS I, KpiM TOrO,
CKOPUTYBaTH pe3yJbTaTH TECTYBaHHS 3a YMOBH TECTiB
pi3HOI ckiagHoCTI [13].

AanTuBHE TECTyBaHHS BU3HAYAETHCS SIK '"CYKYIHICTH
TIPOIIECIB TeHepallii, MOJaHHsI Ta OLIHIOBAHHS PE3YNbTaTiB
BUKOHAHHS aJallTUBHUX TECTIB, IO 3abe3redye HpupicT
e(EeKTUBHOCTI BHMIpIB IOPIBHAHO 3 TpaaULiHHUM
no6opy

XapaKTePUCTHK 3aBJaHb, iX KIUTBKOCTI, IOCIITOBHOCTI

TECTYBaHHIM 3aBIAKHA onTuMizarii
W IMIBUAKOCTI MOMAHHS IOL0 OCOOJHMBOCTEN MIATOTOBKH
yuacHUKIB TectyBaHHs" [14, 15].

B ymoBax amamTtwBHOTO TecTyBaHHS (Tix dYac
MIPOXO/PKEHHsI TecTy abo Habopy TecTiB) OyayeTbes
Mozenb  cy0’ekTa

HaB4YaHHS, IIO 3aCTOCOBYETHCA

Uit reHepauii abo BHUOOpPY HACTYNHHMX 3aB/aHb
TECTYBaHHS 3aJIEKHO BiJ DIBHA IATOTOBKH Cy0’€KTa
HaBYaHHS. Y KOMIUIEKCHHX CHUCTEMax OTpHUMaHa MOJEIb
TaKO)X MOXKE BHKOPHCTOBYBATHCS B IPOLIECi HABYAHHS.
Y Ham dYac ajanTHBHE TECTYBAaHHS peali3yeThCs
31e0UTBIIOT0 Y BHIVIALI ANTOPUTMIB KOMIT FOTEPHOTO
TeCTyBaHHs. AJANTHBHE TECTYBaHHS Ma€ 3aJ0BOJIbHSTH
Taki BUMOTH:

— MOJKJIUBICTB peryJoBaTi poropuii
MIATOTOBICHUX JIETKUX, CEpelHIX 1 BaXKHAX 3aBJaHb

3aJICKHO BiJl KUTBKOCTI IPaBUJIBHHX BiIMOBIICH;

— MOXIIUBICTh peryioBaTi TIPOTIOPIIIA
3alpPOMOHOBAHMUX  PI3HUX  TEMaTHYHUX  PO3JLUIIB
HaBYAJILHOI MPOrPaMU B TECTI;

— MOXIIMBICTh PETYJIOBaTH pPIiBHI CKJIaJHOCTI
MPOMOHOBAHMX TECTIB, 3BAKAIOYHM HA CEMAHTHYHY
KOMIICTEHIIiI0 Cy0’€KTa HABYAHHS,

—  JIOJy4eHHS a/IalTUBHOTO MeXaHi3My

NepeBeJICHHsT Ha OUIbII BHCOKMH pPIBEHb TECTyBaHH:
HA TOMY CaMOMY DiBHi IPOTIOHOBAHUX 3aBaHb;
— KOXXHE O1bII

3aBJIaHHA CKJIQJIHOTO  PIBHS

OLIHIOETHCS BUILIMMH OajlaMu.
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Bubip
(akTHYHO OOMEXEHWI (opMamMM TIOJAHHS TECTOBHX

aNTOPUTMIB TECTyBaHHS Ha CHOTOJHI

3aBIaHh 1 aNTOPUTMAM{ OI[iHIOBAaHHS pE3yJbTaTiB
TecTyBaHHs. J[OCSATHEHHs1 OUIBII BHCOKHX pE3yJbTaTiB
1 TINBUIIEHHS MOTHBALii HABYAHHI B OCTATOYHOMY
MiZICYMKY € OCHOBHOIO METOIO IepeBipku 3HaHb [16—18].
Cam mpomec TecTyBaHHS, OOYMOBJIEHHH II€BHUM
NTOPUTMOM, Ma€ OyTH MaKCHMMaJIbHO (hOpPMali30BaHUM
1 BOZHOYAC THYYKHM, JUIS TOTO 100 a/IeKBaTHO OLHIOBaTH
3HaHHA Cy0 €KTiB HaBuaHHs. KpiM TOro, MOXIHBICTH
PETyIIOBATH MPOMOPLIi NPONOHOBAHHUX JIETKHX, CEPEIHIX
1 CKJIQJIHUX 3aBJIaHb 3aJIE)KHO BiJl KUIBKOCTI HPaBHIbHUX
BIIMIOBiZe € HeTpHBiaspHOIO BUMOTOI0. lle moB’s3ano
3 THM, II0 3pCIITOI0 B OIIHIOBaHHI 3HAaHb 1 BMIHb
CTYZAIeHTA TaK YM 1HAKIIE BUKOPHUCTOBYIOTHCS CTATHCTHYHI
METOJIH JUIsl BaJIiTHOT arpokcuMariii GyHKIi1 ycrixy.
Bupirmensst Takux 3aBaaHb nependadae hopMyBaHHS
MOJIeTIi TECTYBaHHS B PO3MOJUICHOMY BIpTyaJbHOMY
OILIIHIOBAHHS

HAaBYAJHHOMY CEpeIOBUINI Ta MOZENi

BaJIITHOCTI 3a 3MICTOM HAa0OPiB TECTOBUX 3aBJIaHb.

3. Onuc npoBeieHNX TEOPEeTUYHHUX J0CTiIKeHb

Cami HabOpH TECTOBHX 3aBJaHb, 10 PO3POOIISIOTHCS,
MaroTh OyTH aJeKBaTHUM BiIOMTTSM IPEIMETHOI Tarysi,
a cama Tpolenypa aJanTUBHOTO TECTYBaHHs (30Kpema
PO3pOOIIEHI TECTH, ANTOPUTMH TECTYBaHHS, aJTOPUTMHU
OIIHIOBAHHS 3HAHb) MAa€ HAIIMHO KOHTPOJIIOBATUCS
ITi/1 9ac po3poOIIeHHS i TECTyBaTUCS K IPOIYKT.

Omxe, BHUOIp TaKoro ajaropuTMy TECTYBaHHS,
CTPYKTYpPH TECTiB, SIKi O 3aJ0BOJNBHSUIN BUKIAJICHUM
TPUBIAILHUM

BUMOTaM 1 XapaKkTepUCTHKaM He €

3aBIAaHHSAM 1 HaJall BH3HAYA€ThCS SK 3aBHAHHA
mociimkenns [19, 20].

Mozeni TOTiYHUX NMPEJUKaTHUX MEPEX 1 JOTIYHOTO
NporpamMyBaHHS,  BHKOpUCTaHi B pobori s
KOHCTPYIOBAHHS CHCTEM 0araTocTyIiHYacTOro TECTYBaHHS,
OCHOBaHI Ha  KpuTepii Makcumymy  iHpopmali,
110 /I03BOJIAE OpaTH /0 yBard pi3HOMAHITHI OOMEXEHHS
JUIsl PI3HUX TECTOBHX CTPYKTyp. ONHCH IMX BIJHOIICHBb
3a JIOTIOMOT'0I0 CKIHUCHHUX MPEIUKATIB yMOMXIIUBIIIOIOTH
JIOJy4eHHsT TakuX OOMEKEeHb y CHCTEeMHU CXIiJI4acToro
ajanTHBHOTO  TecTyBaHHA.  OpHuM 13 BHAIB
0ararocTymiH4acToro MiAXOAy, OIMUCAHOTO JIOTTYHUMH
MepeXaMH, € ImipaMifaibHe TecTyBaHHs (puc. 1).

Ha noganoMy pUCYHKY JKHPHOIO JIHI€IO MOKa3aHUN
MapupyT OIHOTO

cy0’exTa HaBUaHHA (TpaeKTOPis

BIJIMIOBIICH Ha 3aIIMTaHHS).

Puc. 1. [TipaminansHa MOJETH JOTTYHOT MEPEXi,
0 OMHUCYE MPOLIEC aTaNTHBHOTO TECTyBaHHS

SIKmio 3MiHa MOPSIKY MOAAHHS TECTOBOTO 3aBJAHHS
BiIOyBa€THCSI Ha KOXKHOMY KpOIIi TECTyBaHHs (IOCTilHA
aJianTamis), TOII TPAEKTOpis BIAMOBiNEH Ha 3amMHUTaHHA
npuiiMe BUIIISA, 1110 300pakeHuid Ha puc. 2.

Puc. 2. Cxema mpoxoKeHHsI 3aBJJaHb 32 YMOBH
nocTiiHol aganTarii (H — HelTpaBUIIbHA Bi/IOBI/Ib;
I1 — mpaBUITbHA BiJIIOBI/Ib)

SIkmo yxBaneHHS pIMIeHHS PO 3MiHY MOPSAKY
MIPOXO/PKEHHSI 3aBJaHb 3/IMCHIOETBCS IIICHS  aHaNlizy
pe3ynbTaTiB 3BITIB BHIIPOOYBAHOTO HA CHENiaJbHOMY
(bmoxoBa ajmanramig), TO cxema

OJIOKY  3aBJaHb

MIPOXOKEHHS 3aBaHh MA€ TaKWH BUTIIAL (JHUB. pHC. 3).

Puc. 3. Cxema npoxoKeHHs 3aBJJaHb 332 YMOBHU
6nokoBoi ananTauii (H — HenpaBUIbHA BiANOBI/E;
11 — mpaBWIIbHA BiIIOBIb)
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Ha nportuBary AuCKpeTHMM 3aBHAaHHSIM, MHOKHHU

3aBJaHh BCTAHOBIIOIOTh TaK 3BaHI OJIOKH, TOOTO
3B’sg3aHl 3aBHaHHs, 00 ’€IHAaHI 3arajJbHOI0 TEMATHKOIO
(abo 3a iHmIOIO O3HaKOI0). Jlo TOro > Ii 3B’SI3KH
PO3TISIIAIOTRCS SIK HETOAUTRHI OWHUII. Biiokn 3amuTanb
00’eZIHaHI TaKUM YHHOM, IIO NPHUITYCKAIOTh (piKCOBaHUI
MOPSIOK TIOJaHHS TECTOBHX 3aBaaHb [17, 18].

JIEKI[IHHOTO

CroxacTnunuii  BHOIp TeM

Kypcy
3yMOBIEHMA THM, IO BOHM, SK IpaBUIO, HE €

piBHO3HauHMMH.  |HaKIIe  KaKy4dd, TEMH  MOXYThb
BIZIPI3HATHCS 32 KUIBKICTIO PO3IJIIHYTHX IUTaHb, 32 PIBHEM
CKJIQJHOCTI TEMH 3arajioM i, sIK HACHTiZIOK, KOHKPETHHX
3alUTaHb, 32 BOKIUBICTIO TEMH Ta 33 IHIIAMH O3HAKAMH,
Cy0’€KTHBHO 00YMOBJICHIMH BUKJIaIaYeM.

3armuTanHsa (y MeXaxX HaBEIEHOTO BHUIIE CIIEHAPIIO)
Bubip

3MIHACHIOETECSI CTOXACTHYHO 3 OOJIIKOM HAaBEIEHUX BHIIE

oOupaeTbcst  micns  BHOOpY  TEMH. TeMHU
oOctaBuH. JlOWiIBHUM y IbOMY pa3i € BHKOPHUCTAHHS

BaroBoro koeginienra K, TeMu TaKUM YHHOM, 1100:

wit
> Ko, (1) =1
i=1

ne T = (l...t) BU3HAYa€ i -Ty TeMY i3 3arajbHOi KiTbKOCTI

{ TeM.

Toni BuOip TO3BOJICHOT TEMH  3JIHCHIOETHCS
B TaKuii crocio.

Kpox 1.

Jnist MHOXKUHHM JI03BOJICHUX TEM 13 BUKOPHUCTAHHIM

KOHTPYEHTHOTO TEHEpaTopa ICEeBAOBUIAAKOBUX YHCEN
reHEepY€eThCs BUNAJKOBE A = {0..1} umcno, Bixnosigxe

JI0 PIBHOMIpHOTO po3Moiy (pyHKIIT HMOBIpHOCTI.

Kpox 2.
BusHauaerscst g KOXKHOI  TeMH  JOOYTOK
0] 0]
K, "W xAt".
Kpox 3.
Obwupaetscs Tema (3 sKkoi moTiM Oyzme oOpanHO
3alUTaHHS) 32 O3HAKOK HAWOUIBIIOTO  3HAYCHHS
() ()
nooytky K" x At" .
AHaNoOriyHO ~ MOXYTb  oOmpaTHCs  3alHUTaHHA

JUISL KOYKHOI TEMH.

Bubip momaTkoBOro 3amuTaHHA a00 X JAHITIOXKKA
motpebye iHmoro miaxomay. Tak camo, sIK 1 IS TeM,
1 OCHOBHHX 3allTaHb ICHYIOTh IEpeBard J0 iX BHOOpPY
(BimcyTHICTH TIepeBar MOXKE pO3IJsIaTucs SK - iX
piBHicTh). OnHAK, SKIIO IiJ Yac CKJIQJAHHSA PEaJbHOTo
icnuty  BHOIp 3IIHCHIOETHCS

3alIMTaHb IIPaKTUIHO

MHUTTEBO ¥ BU3HAYAE€THCA PIBHOMIPHOIO  (DYHKIIEO

po3mominy, TO MO JOJATKOBUX 3allUTaHb ICHYIOTH
TaKi npaBmia:

— BOHH CTaBJAATHCS N0 OJHOMY, TOOTO CHTYaIlisd,
KOJIM CTAaBHUTBLCA IIOHAJ OJHC 3allMTaHHJA OJHO4YacCHO,
HE MOXKJIHBA;

— BHOIp [10JJATKOBOTO 3allUTaHHs 3MIHCHIOETHCS
Ha pO3CyA BHKIagaya, SKHd Mae 3 TUX abo iHIIMX
MIPUYMH NIEBHI NIepeBar B IIbOMY BUOOPI.

3a3HaueHi MepeBard IOJITAlOTh Yy 4YacToOTi
3alMTaHb, 10 CTaBIATHCS €K3aMEHATOPOM, 32 OAMHHMIIIO
gacy. lle mpuBoAWTH O BU3HAYEHHS MOAIOHOTO POOY
BUOOpY SK IIOTOKY TIIOXiH, a Npouexypu BHOOpYy —
SIK MOZIETII MapKiBCHKUX MEPEK.

OTxe, Ui BUOOpPY NOJATKOBOTO 3alMTaHHS METOJ
Ma€ Taki KPOKH.

Kpox 1.

Jnst KO)KHOTO ITOZATKOBOTO 3allUTaHHS, L0 MOJXKE
OyTH sK oOjHe, TaKk i KOpeHeBe B JaHIIO31 (IepeBi)
JONATKOBHX 3allMTaHb, 3a JOIMOMOTOI0 KOHIPYEHTHOT'O

reHepaTopa IICEBJOBMIAIKOBHX UHCEl BH3HAUAECTHCS
ancno At = {0..1} .

Kpox 2.

Bigmosimno 1o 3aJaHOr0  JUI1  KOXKHOIO

JO0JAaTKOBOI'O 3allMTaHHA ﬂ((tl) BHU3HAYAETHCA YHUCIIO b((;)) .

)
B = —%m(Aff)).

1

()

Kpox 3.

OOupaeTbcss T JONATKOBE 3alMUTAHHA, IUISL SKOTO

3HA4YCHHA b((tl)) € HalIMEHIIINM.

3HayeHHA b((l’)) 3a YMOBH OOIPYHTOBAHOTO l((f))

BIIMIOBiTa€ 4Yacy, Tichs SKOro Oyne IOCTaBICHO
JIOIATKOBE 3alTUTaHHS.

HaBenenuit anroputm i3 BaroBuMu KoedimieHTaMu
JUIS TEM 1 OCHOBHHX 3allMTaHb € JOPCYHHUM, a PE3yJIbTaT
Yy JIBOX BHUMNAIKaX MPAKTUYHO OIHAKOBUH, HE3BAKAIOUH
HAa  DI3HHIIO B OIL[IHKH

hIKaizax (HOpMabHYy

it norapu¢miuny). OfHAK y MEepUIoMy BUNAIKY (VIS TEM

1 OCHOBHHMX 3alMTaHb) (aKTUYHO MAEMO CIPaBY
3 o0’emHaHoro  Mmozemmo  (opmyBaHHsS — OineTiB
TPATUIIIHHOrO icmUTy. Y JOpyroMy — 3 MOJICILIIO
JIOZIATKOBOT'O OITUTYBAHHSL.

ITin w4ac TecryBanHs Ta Bepudikamii TecTy
SK  TPOAYKTY  3a3HAYCHUH  PO3NUIBHUH  MiIXiX

JIO3BOJIUTH OLIHUTH PI3HHUIIO BUTPAT 4acy 3a YMOBH
ABTOMATH30BAaHOTO TECTYBaHHS 1, 3 IHIIOTO OOKYy, MOXE
OyTH BUKOPHUCTAHHA JJIsI MPOTHO3YBAHHS TPAAMIIIHOTO
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icnUTy $§K 4YacTWHAa MOJENi, IO BH3HAYae€ dac,
BUTpauCHUH Ha BUOIp 10JJATKOBHX 3alIUTaHb.

VY mociigoBHOMY TiIxo/i BUOIp 3aBIaHb 1 peamizamis
0O0OMEXKEHb € IIOB’SI3aHMMM. Xodya 3a3HAYECHUH ITiaXifn
NPUIYCKa€  ONTUMANlbHY  aJalTallilo,  [OCTiJOBHA
peanizaulisi OOMEXeHb HE € iJealbHOI. AJTOPUTMHU
3 TAKUMH OCOOJIMBOCTSIMH MAlOTh CXHIIBHICTH 10 BUOOPY
3aBJaHb 13 HAWOUIBIIOW KUIBKICTIO 3B’SI3KIB 3 IHIIUMHU
TEMaMH Ha MoYaTky TecTyBaHHs. OJHAK BUOIp IESKHX
3aMuTaHh  MOXKE  BHSBHTHCS  HE  ONTHMAaJIbHHUM
y TMOJANBIIOMY MPOXO/PKEHHI TecTy. Y IboMy pasi
IIe TPU3BEJIC 10 TOTO, IO PE3yJIbTAT OIIHIOBAHHS 3HAHBb
Oy/le MEHII aJieKBaTHUM, HDK 32 YMOBH ONTHUMAIILHOTO
aJlaliTHBHOTO TECTyBaHHsA, Ta/ab0 10 HEMOXKIHBOCTI
3aBepIICHHS TeCTy 0e3 MOPYIICHHS 00MEKEHb.

B ekcmepTHMX MeTOJax € OIS CeKCIEePTHOTO
nepen

MPOLIEYPOI0 TECTyBaHHS. SIBHE KOAYBaHHS CYTTEBHUX

OIIHIOBAHHSA BCHOTO TECTOBOTO  MaTepiairy
JUTS 3aBIaHb aTpUOYTIB HE 3aBKau € HeoOximamM [19, 20].
Takox 3a3HayeHi MIAXOAW HE MAarOTh ITOBHOI ajamTaiii
y BuOopi 3aBmaHHA. Lli MeTomu MO3BONSIOTH YaCTKOBY
aJanTaIio 3 i€papXiYHUMHU MEpeXoAaMu. YTPYIyBaHHI
OJIOKIB TECTOBHX 3aBJaHb i CTBOPEHHA 0OaraToCTyIiHYACTOl
TECTOBOI CUCTEMHU TaKUM YUHOM, 00 Oy/b-sKa YaCTHHA
CHUCTEMH 3aJIOBOJIbHSIA BCi OOMEXKEHHS, NPU3BOAUTH
JI0 3Ha4HOI KOMOIHAaTOpHOT NpoOIieMH, siKa 31 cBoro OOKy
MOXK€E CIPUYMHUTH BUHUKHEHHS! HEOTITUMAJILHOT CUCTEMH
3 i€papXiyHMMH TEpexojaMy Ta/abo JO MOPYIICHHS
obmesxxeHb. Opnak, sk Oymo 3a3HadeHO, (opMalbHi
METOJM JJIsi CTBOPCHHS 0araToCTyMmiHYacCTUX CHCTEM
TECTYBaHHS iICHYIOTb.

METO/IB

Buxopucranns (opmManbHUX

UL po3poONieHHs ~— 0araToCTymiHYacTHX  CHUCTEM
TECTyBaHHS JIa€ 3MOIY OTPUMAard SBHE KOJYBaHHS
BCIX BYKIMBUX IS 3aBIAHHS aTpHOYTiB.

AHaii3 Mae 311I{CHIOBaTUCS 32 TAKUMH KPUTEPiSIMHU:

— iHQOPMATHBHICTH — 3aCTOCYBAaHHS MPHUHIUITY
MaKCUMyMYy TH(pOpMAaIii s KiHI[EBOI KITBKOCTI 3aJaHuX
TECTOBUX 3aBJIaHb;

— Y TIpOIIeCi TECTyBaHHS 3IHCHIOETBCS OLIHIOBAHHS
3HaHb 1 BMIHb CTYICHTA METOJAMH MaTEeMAaTUIHOI

CTAaTHCTUKH (HANPHUKIA] [ -Ta WMOBIPHICTh MPAaBHIBHOI
BIJINIOBiJli Ha 3aBHAaHHSA [ -IO PIBHA CKJIAIHOCTi); KpiM
IIbOTO, CTATHCTUYHE OOPOOJICHHS 103BOJISIE BU3HAYUTH
MOMEHT 3aBEpIICHHS TECTYBaHHS, IO BigOyBa€eThCs,
dyHKITisS IMOBIpHOCTEH

KOJIA PO3MOALTY Jj -x

NpaBUWIBHUX BIINOBiAEH Ha 3aBIaHHSA | -TO pIBHA

CKJIATHOCTI 3MIHIOETHCS HECYTTERO;

— IMOBIpHICTP TOMHIIOK — II€¢ WMOBIPHICTH TOTO,
110 TECTYBAaHHA NPOBOJUTHUMCTHCA HEAACKBATHO 3HAHHAM
cTygeHta abo BimOyHeTbcs TOPYIICHHS OOMEKEHb
CHUCTEMU TECTYBAHHA,

— CKJIQJHICTh NPOEKTYBaHHS;

— aJeKBaTHICTh OI[IHIOBaHHA 3HaHb Cy0 €KTa
TECTYBaHHS,

— PpiBEHb ajamnTarlii, o MOB’sI3aHUN 13 KPUTEPIEM
iHpOpMATUBHOCTI, — MO BWIMA piBeHb aJamNTalii,
TO BUINA iHYOPMATHBHICTD CHCTEMHU;

— eKCIIepTHA OIIHKA — Pe3yJIbTATHBHHUI BHCHOBOK,
o0 Ja€ 3MOTy POOWTH BUCHOBKM Mpo Ti abo iHII
BJIACTUBOCTI TECTOBHUX 3aBIaHb;

— Qopmanizamis npoueayp CTBOPEHHS TECTOBUX
3aBIaHb 1 OOMEXEeHb, IO IPHUITYyCKA€ 3aCTOCYBAHHS
PYTHHHOTO QJITOPUTMY JUIA JOCSTHEHHS 33/1aHOI METH
3a IIEBHOT0 HA0OPY IMOYAaTKOBHX YMOB.

AHanmiz  HasgBHMX  METOIIB  KOMII IOTEPHOTO
aJlalTUBHOTO TECTYBaHHS NPUBOAUTH IO JyXKe BaXKIHBOI
JUIeMd. AJTOPUTM i3 ONTUMAJIbHUMH BIACTHBOCTSIMH
MaB Ou oOupaTH 3aBHaHHA B TaKiil IOCIiJOBHOCTI,
mo0 JocAraTd ONTHMAIbHOI ajanTamii Ta OJHOYaCHO
Opatu 1o yBaru Bci oOmexxeHHs. Lle moTpibHO s TOTO,
o0 3amo0irT  MOPYHICHb JCSIKUX 13 HUX a0o
HE OTpPUMAaTH HEONTHMAIBHY aNanTalilo IIiJ dac
MOJJaJIbIIIOTO TECTYBAHHS.

MosxnuBi Taki BUPITIICHHS Ii€1 AUICMHA:

—  peajizallis aropUTMY 3 MOMIIMBICTIO TOBESPHEHHS
Ha3aj, 100 MOJIMIINTH HACTYIIHI PEe3yIbTaTH;

— peamizamis JIHIHHOTO airopuT™My, SKWUH Ou

3Ba)KaB Ha HACHIJIKW NPUHHATHX Y MailOyTHEOMY DIIlICHb.

3a yMOBM aJanTHUBHOTO TECTYBAaHHS BIJCTEKCHHS
Y 3BOPOTHOMY MOPSAKY HEMOXJHBE, alTOPUTM
3aCTOCOBY€TBCS B MaciITabl  peanpHOro  vacy

i monepenHiii BHOIp HEe MOXXe OYTH CKAaCOBaHHH.

Omxe, 3alWIIAETBCS  TUIBKA  OJWH  BapiaHT —
BUKOPUCTOBYBATH aJTOPUTM, SIKUH IOpa3y oOHMpae HOBE

3aBaaHHs. Lle € HOBUM Ki1TacOM aJITOPUTMIB.

4. Onuc MeToAy aIANITUBHOIO TeCTYBAHHSA
Ta 32CTOCYBaHHS JOTIYHUX Mepex

Jns Bu3HaveHHS 0a30BOr0 alTOPUTMY HEOOXiTHO
HABECTH CIICHApii po0OoTH cucTemMu. Y WOro OCHOBI
JISKUTh TAapaJiirMa MPHAMAHHS ICIIUTY BHUKJIAIa4eM
y CTyOeHTa SIK MOJeNb aJalTUBHOIO TECTYBaHHSI.
Takuii BubGip cueHapito poOOTH CHCTEMH 3yMOBIIECHHUI
THM, 1110, MO-TepIe, 1Sl MPOoLeAypa ICTOPUIHO CKIIanacs
TyXxe o-7IpyTe,

JaBHO W nmobpe ¢opmanizoBaHa,
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y TIPOEKTYBaHHI TeCTiB iX po3poOHUKAM HEOOXiTHO

CIIMpaTucs Ha 3araJbHOTIPHIHATI, BigoMi
Ta BUKOPHUCTOBYBaHI HHUM METOOU 3 MiHIMaJIbHOIO
Moauikariero. CaMm alropuT™ aJanTHBHOTO TECTYyBaHHS
Ma€ CYMPOBOKYBAaTHCS Ha KOXXHOMY Kpomi (Tix dac
nepexoay  Bin IHILIOTO)

OIHOT'O 3aBIaHHA a0

MaKCHUMAaIIFHOIO iH(POPMATHUBHICTIO (HalaBaTH MaKCUMyM

iHpopMamii Tpo BIAMOBIAI CTyleHTa Ha KOXHE
3allpOMOHOBAaHE 3allUTaHHA). BoaHOYac HEOOXiTHO
3Ba)KATMU Ha CYO €KTHBHI  BJIAaCTHBOCTI  y4YacHHKa

TECTYBaHHs], IO MOXYTh CIPHYUHUTH HEPO3yMiHHS

OUYEBHIHO IMOCTABIEHOTO 3aITUTaHHs a00 3aBAaHHS.
[onmanns mpemukata Py BHINIAI KOH IOHKIIIT

P,P,.. P,

KOMITIO3HLIICIO.

HPGHI/IKaTiB Ha3WuBa€TbCA oro

KOH IOHKTHUBHOIO Poskmamanns
mpeaukaTa Py KOH'IOHKIIO THX CaMHUX IPEIUKaTIB

P,P,,..P

n

Ha3WBa€THCA Horo KOH IOHKTHUBHOIO

JIEKOMITO3HIICI0. BakJIMBUM BHCHOBKOM JIEKOMITO3HIIIT
€ Tak 3BaHa OiHApHA JNEKOMITO3UIlA Mpenukata P, ska
XapaKTePU3y€EThCS TUM, M0 KOXKHHU MTPEUKAT y CUCTEMI

{P,, P,,.., P,} Mae B TOYHOCTI Ba ICTOTHI apryMeHTH.

Tenep MoxHa (OpPMaJIbHO BH3HAYUTH JIOTTYHY
MEpexy Ul OLIHIOBaHHS CKJIQJHOCTI HAOOPIB TECTOBHX
3aBJaHb 1 BCTAHOBJICHHS MLUISXY HaJaHHS KOMIUICKTIB
TECTIB Ul OLIHIOBaHHS 3HaHb Cy0’€KTiB HaBYaHHSA —
e TIOJaHHsA pe3yJibTaTy OiHapHOI KOH FOHKTHBHOI
JIEKOMITO3H1IIii 6araToMiCHOTO TpeKara.

[IpenukaTi came i € MOAEISIMUA HAOOPIB TECTOBHX

3aBgaHp. Came B NPUHHATHOMY  (DOpMaIBHOMY
BU3HAUYCHHI JIOTIYHA Mepexa BHSBHIACS IPOCTUM
1 yHIBepcabHHUM 3acoOOM  TIOJaHHS  CTPYKTYpH

Oyab-skoro o6’ekra. lle BaroMuii MOBiJi Ha KOPHCTh

TOr0, MO0 OTOTOXHHUTH (OpMalbHE BH3HAYCHHS
JIOT1YHOT Mepesxi 3 11 3MICTOBUM BU3HAYCHHSIM.

JloaTKoOBI 3amMTaHHSA € HEBiJ’ €MHOI YaCTHHOIO
TECTIB 3a IMEBHUX YMOB, OJHaK NOTpiOHO Opartu
IO yBaru Take:

— He BCl [J0JAaTKOBI 3alHUTaHHSA € TOTOXKHUMU
SK 3 TOTJSAY CKIQIHOCTI, TaK i 3 MOTJISIIy TOBHOTH
BIJINOBITHOCTI OCHOBHOMY 3aITMTaHHIO;

— JTaHIIOKKH JOJATKOBUX 3allUTaHb € JIOTIYHO
OB’ I3aHUMH TIOCITITOBHOCTSIMH,

— 3anuTaHHA (K OCHOBHI, TaK 1 JOJAaTKOBI)
CTaBJIATHCS IOCTIZIOBHO, TOOTO HEMOXJIMBO ITOCTABUTH
J1Ba a0 O1NIbIIE 3aITUTaHb OJHOYACHO;

— YacTOTa IMOJaHHS J0JATKOBHX 3allUTaHb Pi3Ha.

3a 06a3oBy Monenb

CHUCTEMHU aJJalITUBHOI'O

TeCTyBaHHs 00paHO MOAAHHS y BUITIAML JIOTTYHUX MEpex

i MaTeMaTH4YHI MoJeNi anreOpu CKIHYCHHUX IMPEIUKATIB,
1110 Ma€ Taki BIaCTUBOCTI:

— OCHOBHOKI OJMHHUIICI0 € 3alHUTaHHs [EBHOI
CKJIaJTHOCTI, Y SIKOTO MOXYTh OYTH JIAHIFOTY JTOJATKOBUX
3aMUTaHb;

— BHUOIp JOMAaTKOBOTO 3allMTaHHS BH3HAYAETHCS
3 OISy Ha WMOBIPHOCTI MOSIBU KOXKHOTO J[0JIATKOBOTO
3alUTaHHs SIK MOTOKY HAaWMPOCTIIIHMX MOJIH i3 ILIIXOM
JIOTIYHOTO BUCHOBKY Ha BHOip HETIPaBIIBHOI BiATIOBIII;

— cuUCTeMa TeCTiB € 3aMKHEHOI0 B pO3YMiHHI
JIOTIYHUX MepeX, TOOTO SKIIO 3amuTaHHSI (OCHOBHE

abo momaTkoBe) € cTaHOM S,, IO MAa€ IpeauKar
BUKOHAHHS TECTOBOI'O 3aBIaHHS P(Si), TO JIOT1YHA CyMa

MpeIuKaTiB TECTOBHX BiAMOBimel Ta mepeOyBaHHS
CUCTEMH B CTaHi S TOTOXHO BU3HAYACTHCA K

P=vP(S,),

i
ac Si — BU3HAYCHHUH CTaH — TECTOBE 3aBJIaHHS K IPOoLeC

OLIHIOBaHHS 3HaHb 1 BMIHb CTYJCHTa; BOHO Ma€

BUKOHYBaTHCsS B pa3l BJajoi BIINOBiNI Ha OJHE
i3 3amuTaHb Ta/ab0 JOJATKOBOro 3amuTaHHSA (abo iX
JIQHITFOTa), TOOTO BUJIYYEHHS OJHOTO i3 3aIIUTaHb HE Mae
MIPU3BECTHU JI0 IPUCBOEHHS CTAHY HYJIHOBOT'O 3HAYCHHSI.

OcTanHsi BUMOTra JJI03BOJISE OOXOAWTH 3allUTaHHS
HECKIHYCHHO, TOOTO 3aBEpIICHHS TECTy MOXJIHBE B
TaKMX CUTYalisiX:

— BUYCPIIaHI BCi 3amUTaHHA B 0aHKY TECTOBHX
3aB/aHb,

— JHOCATHYTO KiHeHB TCCTY,

PIBEHb 3HAHB OLIHEHHIA 3 JOCTATHHOIO TOUYHICTIO;

piBeHb 3HaHb Cy0’€KTa HaBYAHHS BHU3HAYCHUI

SIK  HENOCTaTHIA  JUis  JOCSTHEHHS  KpPUTEPIto
MIPOXOKEHHS TECTY;
— Ccy0’ekT HaBYaHHS JIEMOHCTpY€ CBOIO

HECTIPOMO>KHICTb, BiITIOBIJAI0YN HA 3aITUTAHHS TECTY.
Indopmaniss OGeperbcst 3 BiANOBiAEH CTyneHTa

B Tpormeci po3B’s3aHHA 3aBHaHHA abo 3  Horo

nepemicropii.  KoMmriekcHa — MoJeNnb  aJanTHBHOL
KoM FOTepHOI cuctemu HaB4aHHS i TectyBanHs (KCHT)
OyIyeTbCs HAa OCHOBI MOJICNICH YYaCHHUKIB HABYAIBHOTO
TpoIiecy, MONaHHS 3HaHb MPEIMETHOI raiysi, CHCTeMH
TECTYBaHHS 1 KEpyBaHHS MPOIIECOM HABYAHHS.

KommnnexkcHa Monenb aganTUBHOI CUCTEM HaBUAHHS
W TECTYBaHHS Ma€ MICTUTH:

— CEMaHTHYHY MOJIENIb HABYAIBHOTO KYpCY;

— MHOXHHY MojieJiel cy0’€KTiB HaBYaHHS;

— Mojenms  oprasizamii

Ipouecy  HaBYaHHS

174 TECTyBaHHs 3HaHb TUX, KOI'0O HABYAIOTh.
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— TMpeaMeTHY Traly3b HaBYAIBHOI MCUMILTIHY,
MOJIaHy MOJIEJUTIO 3HaHb HaBYAJIbHUX MaTepialiB.

Mozemno 3HaHb TMPO CTPYKTypY HABYAIBHOIO
MaTepialy aJanTUBHOI CHCTEMHU HAaBYaHHS W TECTYBaHHS
3HaHb OOpaHa JIOTiYHAa MepeXka, IO MIiCTUTh BiJOMOCTI
rajgy3i  HaBYaJbHOI

PO  IOHATTA  IPEIMETHOL

TUCHHILTIHA, TIpO iXHI B3a€MO3B’SA3KH, CKJIAIHICTH
OKpeMHUX MOHATH. [li MEeTOANYHUM MaTepiajioM OyIaeMo
PO3YMITH CYKYIHICTH iH(OpMaIii, Mo MICTHTh 3HAHHS
hopmm,

Ta pOSB’ﬂBaHHﬂ HaB4YaJIbHO-BUXOBHHX 3aBJaHb.

mpo I, METOAM ¥ 3aco0M HaBYaHHS

Mopnens cy0’ekTa HaBYaHHS BHPINIyE 3aBIAHHS
OIUCY MOIepe/IHIX 3HaHb, 3HAHb MPO HABYAIBHHNA Kypc
Ta IHIWBIAyalbHUX  OCOOMCTICHHX  OCOOJHBOCTEH.
Bona MicTUTh 1OCHTH NMOBHY iH(pOpPMAIIiIO PO cy0’eKTH
HABYAHHS: PIBCHb 3HAHb, YMiHb i HAaBHYOK, 3[aTHICTh
JIO HaBYaHHS W BHKOHAHHs 3aBJaHb (YU BMI€ CTYICHT
BHKOPHCTOBYBaTH OTPHMaHy iH(OpMAIIif0), OCOOMCTICHI
XapaKTepUCTUKHU (THII, OPIEHTAIlis) Ta IHII MapameTpH,
10 MOXYTh OyTH SIK KITBKICHUMH, TaK 1 SKiCHIMH.

Mopnenb ananTuBHOI CUCTEMH TECTYBaHHS HABEIECHO

Ha puc. 4. BoHa MICTHTB A€KilTbKa PiBHIB.

Puc. 4. Bzaemonis Mozeneit 1 mpoueciB aganTUBHOT KOMIT IOTEPU30BaHOI CHCTEMHU TECTYBaHHS

Mogenbs  CHUCTEMH  aJalTUBHOTO  KEepPyBaHHS
HABYAILHUM TPOLECOM 1 TECTyBaHHS 3HaHb CTYACHTIB
MpU3HAYCHA ]I ABTOMATHYHOTO BU3HAYCHHS TOPSIKY
MOJTAaHHA iM MaTepialliB HABYAIbHOI JUCIUILTIHHU 3aJIe)KHO
BiJl pe3yJIbTaTiB TECTYBaHHS Ha MOYATKy BXIIHOTO piBHA
3HaHb 13 HaBYAIBHOI IUCHUIUTIHK ¥ TOTIM 3 YXKe
BHUBYCHHX TEM 1 PO3JILTIB.
po1Lecy

MNPpEAUKATHOIO OIMUCY JIOTTYHUX MEPEIK HC € BUYCPITHUM.

INomanus TECTYBaHHS y  BHIJLLIL
Sk 3a3Haganmocs paHimie, 3a YMOBH 1 TIPaBIJIBHOI,

1 HempaBWIBHOI  BIJNOBINI HAa  3allUTaHHI  Mae
YXBaJIFOBATHCS OJJHE 3 TAKUX PIllICHB!

— TepexijJ JI0 HAaCTYIIHOTO OCHOBHOTO 3alMTaHHS
3 BHOOPOM PiBHS HOTO CKIIaIHOCTI;

— TepexijJ 0 AOAATKOBUX 3alUTaHb (10 iX JAepeB),
y LbpOMY pa3i MOTpiOHO BIIKMHYTH BXE IIOCTaBJICHI
JTOJTATKOBI 3aITUTaHHSA (SIK OKpPeMi, TaK i iX Jepena);

— TIOBEPHEHHS 0 OCHOBHOTO 3allMTaHHs, SKIIO
OTpHMaHa BIANOBIAb Ha JoJaTkoBe (200 J0IATKOBI)
3aIIUTaHHS;

— 3aBEpILICHHS TECTYyBAaHHS.

3aBnaHHsl K CYO’€KT Yy pO3INISHYTOMY IpOIeci
TECTyBaHHs Iepeadadyac BHKOHAHHS IPAaBWII, 3aJaHUX
TpaTUIliiTHOMY

exk3ameHaropom. lle BigmoBimae

MpUiiMaHHI  ICOHMTy, TOOTO 3aJIeKHO BiJl BIIMOBIII

Ha TIOCTaBJICHI 3allMTaHHS €K3aMEHATOp YXBaJoe
3a3HaydeHi BuuIe pimeHHs. BomHowac BiH Oepe 1o yBaru
SIK (pparMeHTapHO PO3MiNEH] BilMOBii (OmiHKA 32 KOXKHE
3alUTaHHs i BUCHOBOK CEPEIHBOT0), TaK i 3a MEBHUMH
JIOTIYHUMH TPaBWIAMH BECh JIAHIIOKOK BIiIIIOBiIeH
Cy0’€KTa TeCTyBaHHSI.

3arasbHUM TAXO0J0OM Y IPUHHATHX METOAAX, OKPIM
3arajJbHUX MPaBWJI JJIsl BCIX 3aBJlaHb, € KOMIIOHYBaHHS
3aBIaHh i3 PpI3HWX YacTWH (PHUCYHKIB, TaOIHII,
MYJBTUMEIHOTO KOHTEHTY), 3yMOBJICHHUX SIK CTUMYJIH.
Lle nae 3Mory 3a0lIaKyBaTH PECYpCH 3 PO3MIILECHHS
CTHMYJIIB 1 BUAUIATH MpoOrpaMmy oOpoOJICHHs BiJIOBiIEH,
3araipHi MpaBmia B Pi3HUX YaCTHHAX JIOTIYHOI MEpexi,
[0 PO3POOIAETHCS.

Taxkwuii MK HE

JI03BOJISIE JIOCTaTHBO

IHIUBIyai3yBaTH TecToBI 3amuTaHHs. Hacammepen
LI TOB’S3aHO 3 THM, LIO KOXXHE 3alUTaHHS MOEIHYE
K Oe3mocepeHe 3aBIAHHS, TaK i PIllICHHS, MOB’sI3aHe
3 BUKOHAaHHAM [bOTO 3aBIaHHSA, 3  BiJNOBIISIMH
HAa J0JJATKOBI 3aITUTAHHSL.

Juist 3a0e3neyeHHs] THYYKOCTI B IIPUUHSTTI PillieHb,
MOPOCTOTH CTBOPEHHS 3allMTaHb 1 JIOTIYHHX TMPaBUII,

1I0 BU3HAYAIOTh MPHUHHSTTS pillleHb Ui KOHKPETHOTO
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3aIUTaHHSA, JOLIIBHUM € OO0 ’€IHAHHS 3alUTaHHS
W TIpolenypH yXBaJICHHS TOB’SI3aHOTO 3 HUM pIlLICHHS.
Takuii miAXix crpollye sK NpoLEAypYy TECTyBaHHS, Tak
1 caMy CHCTeMy TECTYBaHHS 3 IOIVISLY 3aJ0BOJICHHS
BUMOT MiHIMAJIEHOI CKJIATHOCTI 3aCTOCOBYBaHUX aJTOPUTMIB.
nporuecy

3arajiIbHUX IAXOMIB

IIpuiinaTTs 3araabHUX A1 BCbOTO
TECTYBaHHs pilieHb MOTpedye
B OJITHOMY ceaHci TecTyBaHHs. Ll miaxoan BU3HAYAIOTHCS:

— 3aCTOCYBaHHSM 3arajbHOr0 Metofy (abo MeToaiB),
IO BU3HA4Ya€ TOH KPOK Yy MpOIeci TECTyBaHHS, KOJH
JOJTATKOBA iH(OpMAIIisl TIPO 3HAHHS Cy0’ €KTa TECTyBaHHS
Oy/ie HAITHIIKOBOIO;

— TIPOILEIYpPOIO
TecTyBaHHs (BHOIp MEpIIOro 3alMTaHHS) 1 CTPATETIEro

moyatky  po0Ooth  cucTeMH
Hepexo.y Bill OHOTO 3allUTAaHHS O HACTYIHOT'O;

— HaQJaHHAM JIOKJIaJHHUX PE3yJIbTaTiB TECTyBaHHS,
SK y TIPHPOIHIiH, Tak i 0OpoOneHilt TuMH ab0 iHIIMMU
MeTogaMu Gopmi.

Lle BuMarae BUKOPHCTaHHS IPOTOKOJIYy TECTYBaHHSI
1 3aCTOCYBaHHS:

— aITOpUTMIB JIOTi9HOTO orepanifHoro
Ta CTaTUCTUYHOTO aHaJi3y pe3yNbTaTiB TeCTyBaHHS
3 MOTJIAY HAAMIPHOCTI a00 HEOCTAaTHOCTI iH(popMaii;

— aJrOpMTMIB, 10 BU3HAYAIOTH PiBEHb MiATOTOBKU
cy0’€eKTa TeCTyBaHHS;

— aJropuTMiB, 1O 3a0€3Me4yroTh CTOXaCTUYHI
HepPeXo.IH M0 MepeKax TECTOBHX 3aBJIaHb.

B oxpemiii cecii Mozenp cy0’ekTa HaBUaHHS
BU3HAYAETHCS TAKUMH [TapaMeTpaMH:

— TIPOTOKOJIOM ONUTYBaHHS;

— pe3yJbTaTaMH OLIHIOBAaHHS 3HAHb.

Omxe, 3a3HaueHMd miaxin Qopmye mnapagurmy
TECTYBaHHs], IIO € MNPUPOAHOI0 Ui BHKJIAZaya, Mae
aHaJIOT y KJIACMYHOMY PO3YMiHHI iCIUTY W BU3HAYA€ETHCS
SIK MOJeNb Ccy0’ekTa HaB4aHHSI. HeoOXiMHO HAroJOCUTH,
mo Oe3rmocepeHe BHKOPUCTAHHS  IOJAaHHS JIOTTYHHX

Mepex He 3a0e3nedye po3B’S3aHHA IIOCTABICHOTO
3aBJIaHHS, TOMY IO € I[i1a HU3Ka OOMEXKCHb JIOTIYHOTO
XapakTepy, [0 BH3HAYAIOTh K MEpeXix 3i CTaHy B CTaH,
OOMEXKEHHS  KUTBKOCTI

BWIYYCHHS CTaHiB, TaK 1

mepexomiB  (TECTyBaHHS HE  MOXKE  IPOBOIHUTHCS
HECKIHYEHHO ¥ 3allMTaHHS HE MalOTh NOBTOPIOBATHUCS).
[pouenypy HONATKOBUX 3allMTaHb IPOIIOHYETHCS
criocobamu. cnocio
mo 10

JIOJIATKOBHX 3allUTaHb (OJHOTO OCHOBHOIO a00 €IWHOrO

BUKOHYBaTH JBOMa Iepumii

rnoJjiira€ B TOMY, 3aKiHUEHHS MHOXXHHH

3allUTaHHs) HE 3OIHCHIOETBCS JKOJHUX Mil, KpiMm

(hikcyBaHHS BIIIOBI/EH 3 HACTYIHOI Nepenaydi NPOTOKOIY

LIOZ0 OCHOBHOTO 3allUTaHHS, JI€ YXBAIIOETHCS OJHE
3 TaKHX PIllIEHb:

— 3apaxyBaTH BIATIOBiAb HAa OCHOBHE 3allUTaHHS
SK IPaBHJIbHY 3 MOXIIMBHM KOPHUT'YBaHHSIM CKJIaHOCTI;

— BB@XaTH 3allUTaHHS HE3aJOBUIPHHUM 1 IepeiTH
JI0 TPYIIH 3alUTaHb OLIbIT HU3BKOTO PIiBHS;

— TOBTOPHO TIOCTABHTH MJOJNATKOBE 3aIllUTaHHI
13 3UTyYEeHHSM JI01aTKOBUX 3aIUTaHb, 10 3AJIHIITHIIHCS;

— TOBTOPHO IIOCTaBUTH OCHOBHE 3allUTaHHA
0e3 3ayYeHHS JOIaTKOBUX.

Hpyruit cnoci6 monsrae B TOoMy, MmO (yHKIIl
MIPUHHATTS PillIeHb NP0 NPaBWIBHOCTI BigIOBiNI Ta/abo

mepexix [0 IHIMHWX OCHOBHHX, MOAATKOBUX 3aIlUTaHb

a00 Tpo  3aBepIICHHS  TECTyBaHHS  IEepPeIacThCs
JI0IATKOBOMY 3allUTAHHIO.
OctanHe €  3arampHOO  (OpMOKO,  TOOTO

MICEBAOIHTEPAKTHBHA TIpoIenypa Moxke OyTH 3BeAeHa
JI0 MapLioBOi NUIIXOM BWJIYYEHHS JIOTIYHOTO aHalizy
W TpUHHATTA pilleHb (JOTIYHUHA Mepexix y po3yMiHHI
TEOopii JIOTIYHUX MEPEK).

HasBHicT JOTiUHOTO aHamizy ¥  yXBaJeHHSA
pillEeHHS B TECTOBOMY 3aBIaHHI MOJEIIOE IIPaBHIO
MOBENIHKKH eKk3aMeHaTtopa. [IpuiHATHH CUTyaTHBHUHN
MIiJXIJ HA MiJACTaBl MPABWII JUIT KOHKPETHOTO 3allUTaHHS
PO TIOBEIHKY (TIepesiada KepyBaHHs HIIOMY 3aIllTaHHIO)
y MeXaX OKPEMO B3STOTO 3aBJaHHSI.

JlomaTkoBi  3amWTaHHA ~MOXYTh OyTH  0OpaHi
3 OCHOBHHX 13 OyIb-SIKHM pIBHEM CKJIaIHOCTI Ta/abo
CTBOPEHi OKpeMO (711 KOHKPETHOTO TeCTy). SIK i OCHOBHUM
3alUTaHHsAM, iM Mae OyTH TIpPHUBJIACHEHUH piBEHb
ckragHocTi. OTXe, MOXXHA Y3arajJbHHUTH 3allUTaHHS
B HaOOpi TECTOBUX 3aBAaHb SIK CTPYKTYpy (KJjac) JAaHHX
i BH3HAUMTH Horo moBeniHKy. HeoOximHo, 1I00
3alUTaHHs MaJIH:

— O3HAaKy, IO BU3HAYa€ 3B S3KH (Taki 3alMTaHHA,
y sIKi 3 HbOTO MOXXHa IEepPEeNTH), 0OYMOBIICHI JOTTYHUMHU
BHUCHOBKAaMHU;

— O03HaKy, 10 BH3HAyYac 3B’s3KM (Ti 3aluTaHHS,
y SKi 3 HBOTO MOXKHA MEPeHTH 3BUYAHUM JUISl JIOTTYHHX
MEpPEK CIIOCoO0oM);
3alMTaHHA B JIOTIYHHX

— O3HaKa "3IynmuHKH"

Mepexxax, TOOTO CHTyalis, KOJU 3aluTaHHS BXKe
OyI0 TOCTaBIICHO;

— O3HaKa, 10 BH3HAYa€, YU € 3alUTaHHA
YHIKaJIBHUM JUTSI TIEBHOT MEPEKi;

— O3HaKa, L0 BH3HAuae€, sKe abo sKi HACTYIHI
3alMTaHHA MOXYTb OYTH BUKJIMKAaHI IIUM 3allUTaHHSM,

TOOTO SIKMM 3aITUTaHHSIM MOXKe OyTH IepeziaHe KepyBaHHSI.
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HaBexgemo mpukiany CTBOpPEHHS JIOTiYHOI Mepexi
aIaNTHBHOTO TECTYBaHHS.

anuTa”ds MaroTh BIIITOBIATH TAKUM IOJIOKEHHSIM:

— 3abe3ne4yuTd  NPUHAMAaHHS  KEpPyBaHHS  BIX
MONEPEAHBOT0 3allUTaHHA 3 OTPUMAaHHAM IOTOYHOTO
MIPOTOKOJTY ONUTYBaHHS;

— 3a0e3NeYMTH BHIAYy TECTOBOTO  3aBIAHHSI
1 BapiaHTIB BIAMOBIAEH 10 HUX;

— 3a0€3MeYnTH IO0YaTOK BiJUTIKY BIACHOTO dYacy
B MOMEHT BHJIa4l 3aBJJaHHS;

— TIATPUMYBATH JIOTIYHY (YHKIIO, 0 BU3HAYAE
3HWDKEHHSI PIBHS CKJIAIHOCTI, Y pa3i BHXOAY 3a Mexi
4yacy, BCTAHOBJICHOTO JUISI BIATIOBiAI Ha KOHKPETHE
3amuTaHHs Ta/ab0 TpuiHATH (32 TEBHUX YMOB)
JUIE [BOTO 3alWTaHHA pIMIEHHS TPO NpPaBWIbHI /
HETPABWIIBHI BiIMOBIII;

— TepeiaTH IIPOTOKOJ ONUTYBAaHHSA HACTYHHOMY
3aIIMTAaHHIO 1 KOHTPOJIEPOBI MEpPEXi 3alUTaHb;

— §epelaTH O3HaKW, IO BU3HAYAIOTh CTaH
3aIMTaHHST KOHTPOJIEPOBI MEPEXKi 3allUTaHb;

— TepeBipuTH poOOTy 3anmuTaHHS (TIependavaeThCs
meperadya KepyBaHHs KOHTPOJIEPOBI Mepexi Ta/abo
HACTYIMHOMY 3aIIUTaHHIO).

Ha puc. 5 300paxenuii (parmMeHT moOymoBaHOT

Mepexi 3anmuTaHb (OCHOBHE 3aITUTAHHS 3 TOJTATKOBUMM).

Puc. 5. ®parMeHT Mepexki 3aUTaHb

BukopucraHHs JOTiYHUX MEpEeX Ha OCHOBI ajreOpu
CKIHUCHHMX TNPEIMKaTIB Ta IPEAUKATHUX OIleparii
MPUIYCKAae HasBHICTh MOJEN CHCTEMH SIK abCTpakiil,

o Mae Cykynuictb cradiB S ={S,..S,}. Li cranu €

B32€EMOBHKIIIOYHUMH W TEpexiJ 3 OJHOTO CTaHy B IHIIMA
3MIACHIOETHCS PI3HUMH I MEpeXi MUIIXaMH depe3
NOsIBY MOJii, IO € 3arajoM MpeAuKaTOM TOiH.

mo0 KOXHHUI CTaH cucreMd S, MasB

i

Heo06xinHo,

SIK MIHIMyM OJMH BXiJl 1 OJWH BHXIiJ, TOOTO TaK 3BaHi

"rmyxi" abo KiHIeBi cTaHW BiacyTHI. DakTU4HO OYIH-
SIKMI CTaH CUCTEMHU MOXKe OyTH 00paHHi SIK TOYaTKOBHH.
OctanHii  MeTOx

mepeBipse  TpeaWKar, Yd

chopMmyBanacs MHOKMHA TaKOl O3HAKH, SK CKJIAIHICTh

rpynu
i omgHOwacHO ym chopMmyBajgacs MHOXKHHA MpPEIUKATiB

3alUTaHb Ui BCiel Cy0’eKTiB  HaBYAHHSI
PO3MOAITy BiAMOBiAEH 3aleKHO Bif 1X CKIATHOCTI UIA
KOHKPETHOTO Cy0’€KTa TeCTyBaHHs. Takox 30iIbIICHHS
CKJIQJIHOCTI QIITOPUTMYy TECTYBaHHS HE CIPUYHHUTH

CYTTeBe 301IbIICHHS BUTPAT PECYPCIB.

BucHoBku

Inest amanTHBHOTO TECTYBaHHSA, OCHOBaHa Ha GJIOKaX
3allHTaHb, Mac Oe3MmocepeHE BiTHOIICHHS J0 OJHOTO
13 HaWOIBII TTOIMpeHnX (hopMaTiB GaraTocTyIiHIYaCTOrO
Cy0’€KT HaBYaHHS

TECTYyBAHHA, 3a YMOBHU dKOI'O

NPOXOANUTh TOCTIIOBHICTh TECTIB, pyXaluduch YOIk
OUTBII CKIATHUX 3alMTaHb, JAFOYM YCINIIHI BiIMOBIII,
abo 10 OIBII TPOCTUX, SAKIIO HOro BIAMOBIAL
HE MpaBWIIbHI. Y I[bOMY pa3i mepexiJ BiX 3alUTaHHS

J0 3alluTaHHA Bi}l6yBa€TbC$I 3a NEBHUMHU IIpaBUJIaMHU,

o omwrcaHi anreOpo-JIOTIYHUMH ~ PIBHAHHSIMH.
ABTOMaru3allis B  IPakTHII  TECTYBaHHS  TaKOX
YMOXJIMBIIIOE ~ CTaTUCTUYHE  OIIHIOBAaHHS  3HAHb

Ha KO)KHOMY KpOIIi TECTYBaHHSI.

BusiBieHo HHM3KY OOMEXEHb JIOTIYHOTO XapakTepy,
110 BU3HAYAIOTh SIK MEPeXiJ] 31 CTaHy B CTaH, BHJIYYCHHS
OOMEXEHHsSI  KiJIbKOCTI

CTaHiB, TaKk 1 HEepexoiB

(TecTyBaHHS HE MOXE IPOBOAMTHCS HECKIHYCHHO
W 3amUTaHHS HE MaroTh noBToproBatucs). OnHak y pasi
HE3HAYHOT PI3HHIII MK 3a3HAYCHUMH Iepen0adyBaHUMU
rpynu

3aCTOCYBaHHSl 3a3HAUYEHOI METOJIMKM Ma€ MO3UTHUBHUI

W OifCHMMH  BJIACTUBOCTSIMH CTYICHTIB

pe3yabTar. Iz ObOI0  MOXKHa 3p06I/ITI/I BHCHOBOK,

Jui(e) BIPOBA/PKCHHA 3aIIpOITIOHOBAHOT'O METOaY €

epeKTUBHUM Uil OyAb-sIKMX O00cCATiB  Ta  IHIIKX
BJIACTHBOCTEH, 110 BU3HAYAIOTh TECTYBaHHS SIK TIPOLIEC.
BukopucrtanHs ~ KOH'IOHKTHBHOI  JICKOMITO3HIIii
3 OiHApHMMH MpPEAUKATAMH Ja€ 3MOTY IOCSITH METH
JIOCII/KEHHS, OCKUIBKM TaKUM CIOCO0OM OyIb-sKnit
GaraToMicHUI P(x, X000 X,,)

npeaukar MOXHa

MOAATH JIOTIYHOI Mepexero. J[omydeHHs B KOH FOHKIIIIO,
KpiM OIHapHMX, YHAapHUX MPEAUKATIB KOJHOI KOPHCTI
HE TPUHOCUTH, TOMY POOWUTH TaKk HeMae HEOOXiJHOCTI.
MorkHa OyIyBaTH MEpexXi, BUKOPHCTOBYIOUM KOH IOHKTUBHY
JIEKOMIIO3UILIIIO

npeaukara P Ha npeauKaTu

B,P,...,Pm 6inporo yucna ix iCTOTHUX apryMEHTIB,

ase 3 iIKEHEPHOTo MOTIIALY 1€ HepalioHaIbHO, OCKITBKI
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CKJIAHICTh Takoi Mepexi (Ta ii BapTicTh i MIBHAKOIIS)
CTPIMKO 3pOCTa€ 31 301IbILIEHHSIM OIHAPHOCTI NPEINKATIB
B,P,...,P

> . Omxe, JIOTIYHO NPUXOJUMO JI0O MEPEX
3 OiHApHUMH TpeAuKaTaMu. 3O0UTBIICHHS CKJIaTHOCTI
ITOPUTMY TECTYBaHHs HE TPHU3BEAC JO0 CYTTEBHUX
BuTpart pecypcis [1K.

OuikyBaHUit

pe3yapTaT  II0A0

pO3pO6J’I€HI/IX MOI[CJIeﬁ JIOTTYHHX MEPEIK MOJACIIIOBAHHSA

BIPOBA/IPKCHHA

HaOoOpIB TECTOBUX 3aBlaHb BIJMOBIIHO /IO MapamMeTpH4HOT
MOJEINI TECTYBaHHS AOCATHYTHH 32 YMOBH allpOKCHMAIlii
npeaukatHol (YHKIi yCIixy, IO MPUITYCKAae BH3HAYEHHS
YTOYHEHMX 3HAYEHb AUCKPHMIHATOPIB 3aBAaHb CIIOCOOOM
PO3B’si3aHHSI 3aBIaHHS ONTHMIi3allii i3 BHUKOPHUCTaHHSIM
BioMux anroputmiB. Lle ToB’s3aHe Hacammepen 3 THM,
0 3aCTOCOBAaHMII METOJ ONUCY TECTOBUX 3aBIaHb
€ YHIBEpCaJIbHUMH, a BHPIIICHHS MPOOIEMH TOTpedye

Cnucok JaiTepatypu

JIOZIATKOBOTO JIOCHI/DKEHHSI, METOI0 SIKOTO € YacCTKOBE
3aMillleHHs] 1IMX AJITOPUTMIB ONEpaliiiHUMH METOJaMHu,
0 BHKOPUCTOBYIOTh SIK BIACTHBICTh IOCTaBICHOTO
3aBJIaHHS TECTYBaHHb, TaK 1 IHIILY anpiopHY iH(pOPMAITiIO.
PizHUIA B piBHAX CKIIQJHOCTI OCHOBHHX 1 JOJATKOBUX
3alUTaHb 1 3ampOIOHOBAHUI 3B 30K MIiX OCHOBHUMH
3aMUTAHHAMU ¥ TiJIKaMd JOJATKOBUX 3allUTaHb JIa€
3MOTy B IIPOIECI TECTYBaHHS MiHIMI3yBaTH KUIBKICTbh
HEOOXiTHMX BIANOBimeH Cy0’€kTa HaBYaHHS A
BU3HAYCHHS pIBHS HOro 3HaHb 1 BOJHOYAC CYTTEBO
TIOJITIIINTH aJalTalliifHi BTaCTUBOCTI TECTYBaHHS.
3acToCyBaHHSI METOJIB MOOYAOBH JIOTIUHHX MEPEK
JUIA peami3amlii eramy IMepeBipKH 3HaHb y CHCTEMax
aIalITUBHOTO HaBYaHHS € €(PEeKTUBHUM JUis OyIb-SKHX
0o0CATiB Ta IHINMX BJIACTUBOCTEH, IO BH3HAYAIOTH

TECTYBAaHHA SK ITPOLEC.
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METHOD OF LOGIC NETWORKS
FOR MODELING SYSTEMS OF ADAPTIVE KNOWLEDGE TESTING

The subject of the research is the development of mathematical and algorithmic support of the intellectual toolkit for the analysis of
sets of test tasks and the modeling of the process of interpreting the quality of sets of test tasks, which allows for objective and
comprehensive continuous control of the knowledge of subjects of training, subject to the implementation of the concept of virtual
distributed training (retraining). The purpose of the research is to improve the effectiveness of monitoring the knowledge of subjects
of education in the distance form of education through the use of adaptive computer testing methods based on models of logical
networks and the algebra of finite predicates. The following tasks are solved in the article: the formation of a testing model in
a distributed virtual learning environment and a model of validity assessment based on the content of sets of test tasks. The following
methods are used: methods of logical networks and algebraic programming based on the algebra of finite predicates and predicate
operations, intellectual analysis of information. The following results were obtained: the principles of intellectual analysis were
formulated in the development of a model of a universal logical network and its application to actual tasks of artificial intelligence in
the field of informal information processing, namely, in the construction of knowledge testing systems for distributed virtual learning.
Conclusions. Algorithms for optimal multi-stage adaptive testing of knowledge as part of distributed virtual learning models and
methods for analyzing the success of training subjects have been improved. The use of conjunctive decomposition with binary
predicates achieves the goal of the research, because in this way any multi-place predicate can be represented by a logical network
simulating the process of knowledge testing, the model of the subject of learning is described.

Keywords: software engineering; knowledge bases; algebra of finite predicates; logical networks; logical rules; reliability
of tests; use of knowledge; model of the learning subject.
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A. POROSHENKO, A. KOVALENKO

AUDIO SIGNAL TRANSMISSION METHOD
IN NETWORK-BASED AUDIO ANALYTICS SYSTEM

The subject matter of the article is audio signal transmission method in network-based audio analytics system. The creation of
a network-based audio analytics system leads to the emergence of new classes of load sources that transmit packetized sound data.
Therefore, without constructing adequate mathematical models, it is impossible to build a well-functioning network-based audio
analytics system. A fundamental question in traffic theory is the question of load source models. The development of an method for
transmitting audio signals in a network-based audio analytics system becomes necessary. Based on this, the goal of the work is to
create methods an method for transmitting audio signals in a network-based audio analytics system to ensure efficiency and accuracy
in audio analytics. The following tasks were solved in the article: the formation of a model for the system's load sources, investigation
of connection and traffic management, implementation of control and traffic monitoring functions in the network, research of methods
to ensure the quality of audio signal transmission and the development of a method of transmitting an audio signal by virtual routes
switching. To achieve these goals, the following methods are used: mathematical signal processing, data compression algorithms,
optimization of network protocols, and the use of high-speed network connections. The obtained results include modeling of the
system's load sources, examination of connection and traffic management, investigation of methods to ensure the quality of audio
signal transmission and a method of transmitting an audio signal by virtual routes switching was proposed. In conclusion, the
possibilities of using simulation modeling of nodes in the network-based audio analytics system are highly limited. This is explained
by the fact that the acceptable level of information loss in data centers is very low. The use of the developed method enables effective
control and processing of sound information in real-time. This method can find broad applications in various fields, including

security, healthcare, management systems, and other industries where the analysis of audio signals is a crucial element.
Keywords: audio analytics; audio signal transmission method; traffic management; virtual routes; delay.

Introduction

In the era of continuous development of audio
technology and network systems, the importance of audio
signal transmission in a networked audio analytics system
is becoming indisputable. The method of audio signal
transmission in a networked audio analytics system plays
an important role in the development and implementation
of modern technologies aimed at improving the safety,
convenience, and efficiency of various areas of our lives.

Networked audio analytics systems are used to
monitor and detect events in public places, offices,
transportation, etc. The effectiveness of these systems
depends on the accuracy and speed of audio signal
transmission, which allows for real-time response to
danger or violations. In the field of building and
infrastructure management, network systems are used
that analyze audio signals to detect changes in the
environment. This allows you to automatically respond to
changes in the use of premises and energy efficiency.
By transmitting audio signals in a networked system, it is
possible to implement interactive control and interaction
systems, such as voice assistants or voice recognition
systems, which make the use of technology more

convenient and accessible. In the medical field, the
transmission of audio signals in a networked system is
used to record and analyze sounds, which can be useful
in diagnosing various conditions or monitoring patients.

The ability of the transmission method to operate in
real time is of great importance. Delay in the transmission
of audio signals can negatively affect the system's
response time, which is critical in security or instant
control scenarios. Therefore, the audio transmission
method in a networked audio analytics system becomes
a key tool for improving various aspects of everyday
life, providing the ability to use audio information
with maximum efficiency and safety.

Analysis of recent research and publications

The efficiency of an audio analytics system depends
on the accuracy of audio signal recognition. Papers [1-4]
consider modern methods for processing various audio
signals, including human speech. The analysis of the
dataset for training the audio signal recognition model
is presented in [5]. The task of evaluating the accuracy
of an audio signal processing method is presented in [6].
The transmission method must ensure stable transmission

© A. Poroshenko, A. Kovalenko, 2023
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of high-quality audio data so that the system can correctly
identify and analyze audio information.

Delay and real-time capability are critical
parameters for the effectiveness of the audio transmission
method in a networked audio analytics system, especially
in demanding applications such as security, medicine,
and other areas where rapid response to events is
important. Additionally, the transmission method should
be optimized to minimize the bandwidth consumed,
especially in the face of large amounts of data being
transmitted. This makes the system more efficient and
cost-effective. These issues are discussed in [7-9].

The transmission method must demonstrate resistance
to errors and noise that may occur during the transmission
of audio signals over the network. Ensuring reliable
transmission even in the presence of various interferences
is a key aspect of efficiency. The issues of audio signal
compression and audio codecs are considered in [10-12].

The ability of the transmission method to adapt
to an increase in the amount of data and the scale of
the system is an important factor in the context of the
development and expansion of applications of the
networked audio analytics system. The issues of
scalability of complex networks are discussed in [13, 14]
and the results of these works can be applied to the
construction of networked audio analytics systems.

Due to the increase in the number of connected
devices and the volume of audio data exchange, it is
important to develop methods to protect against potential
attacks and ensure the confidentiality of transmitted

data. Security issues are discussed in [15, 16].

Identifying parts of a common problem

Thus, it becomes necessary to develop a method
for audio signal transmission in a networked audio
analytics system. Based on this, the purpose of this paper
is to develop a method for transmitting audio signals
in a networked audio analytics system by switching
virtual routes.

Modeling of system load sources

In the digital era, the transmission of audio signals
in a networked audio analytics system is proving to be
a key aspect for the development and improvement of
audio technology. Methods of transmitting audio data
over a network are becoming increasingly important
in ensuring not only the quality of sound reproduction,
but also in analyzing, processing and understanding
large amounts of audio information. The creation of
a network audio analytics system leads to the emergence
of new classes of load sources that transmit packetized
audio data. Therefore, without building sufficiently
adequate mathematical models, it is impossible to build
a well-functioning network audio analytics system.
A fundamental issue in the theory of telecommunication
traffic is the issue of load source models.

The main feature of the load sources of network
audio analytics systems is that they are characterized by
different information transmission rates. The introduction
of new models of load sources requires new descriptions
for the load itself. When describing the load models that
arise in networked audio analytics systems, a three-level
load processing model is used, as shown in Fig. 1.

Call and release leve]
Call Releaze _

e ig i;
h T I
§ «— 2 5 -
] 4—\q 1,
Burst [evel L2
Cell level v >
Cell | | s

Fig. 1. Three-level load model:
T, —time of the user's active state;

T, — time of the user's passive state;

t, — time of the user's active information transmission;

t, — duration of the pause in information transmission;

t, , — duration of the pause between cell transmissions;

¢, —time of cell transmission.

The first level — the Call Level — corresponds to the
duration of a communication session. At this level, it is
necessary to take into account the activity of individual
load sources, to know the intensity of calls from them
and the intensity of their service.

The second level (Burst Level) determines the
nature of the bitstream at the time of user service and
corresponds to the moments of activity and passivity.
The distribution of pause durations between bit streams
determines the burstiness of the message.

The third level is the Cell Level, which is the level
of transmission of cells transmitted to the transport
network. Transmitted cells from all load sources form
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the traffic of the audio analytics network system.
This level directly determines the capacity of buffer
drives, the probability of cell loss, and the time they
wait in the queue.

A networked audio analytics system is a system
of high structural complexity, for which analytical
models have been developed relatively recently.
Simulation modeling is widely used to verify analytical
models of user load and quality of service (GoS).
In networked systems, audio analysts estimate GoS
not only by the probability of loss of information cells,
but also by the probability of their delay, and even
by the value of delay jitter.

Call admission rules and the service strategy itself
have a significant impact on these service quality
characteristics. A large number of studies have been
devoted to solving these three fundamental problems when
creating networked audio analytics systems [17, 18].

A certain flexibility is required from the traffic
management system because it is necessary to maintain
the specified QoS and GoS levels. At the same time, the
control system is required, on the one hand, to be
relatively simple to implement at the ATM level and, on
the other hand, to be robust, i.e., to ensure high efficiency
of resource management when the traffic situation on the
network changes. When organizing access to the network
system, audio analysts distinguish two aspects, namely
the rule for call access in the network (Call Admission)
and the strategy for servicing a call when the call has
already been accepted for service (Source Policing).

The first aspect is related to the study of the impact
of priorities on the quality of service, and the second
aspect is related to the uniformity of information cells in
the network. The rules for admitting a call to the network
are based on knowledge of the link state, i.e. the number
of calls of different types accepted for service.
The decision to accept the next call is made if the probability
of loss of information cells is within acceptable limits.

To satisfy these aspects, the network audio analytics
system needs to implement two functions of managing
and controlling traffic in the network: user access
control (Connection Admission Control) and Usage

Parameter Control (UPC).

Managing connections
in a networked audio analytics system

a connection to be established. With the CAC algorithm,
a connection is established only if the network can
support this connection with the required QoS and does
not degrade the quality of service of already established
connections. The algorithm allows you to block the
admission of new connections to the network if the
accumulation of cells in the queues increases. The ACS
algorithm performs actions both at the initial stage of call
service and at the stage of renegotiation of call service
conditions. The ACS algorithm decides whether to
provide a virtual channel connection (VC) or a virtual
path connection (VP) to the consumer. This algorithm
strikes a balance between efficiency and QoS.

To decide whether to accept or reject a connection,
the ACS algorithm must determine the acceptable traffic
volume limits and the required QoS class (values of cell
delays, cell delay jitter, cell losses and bursts).

At the stage of implementing the CAC algorithm,
the so-called Traffic contract is determined. This contract
requires compliance with a set of service parameters,
According to the ITU
recommendations, the contract is monitored by checking

including QoS parameters.

it for compliance with the accepted service rule and
network QoS. The contract identifies the user with whom
it is possible to change its further service. The set of
parameters describing the traffic is called the traffic
established.
The traffic descriptor is regulated by the ITU and is

descriptor of the connection being
associated with the establishment of a single BP
connection or a connection BC. According to the ITU
recommendations: the traffic descriptor defines the
traffic
parameters with the validation rule, and the network QoS.

traffic parameters, the compliance of the

Thus, the CAC algorithm represents a set of actions
that must be performed at the connection establishment
stage in order to accept or reject user service.
A connection request is accepted for service only if there
are sufficient resources to realize a connection throughout
the network with the required GoS. At the same time,
it is a mandatory requirement to maintain the accepted

quality of service of already established connections.

Traffic management
in a networked audio analytics system

The Connection Admission Control (CAC) algorithm
defines the actions performed by the network that allow

User-generated load policing and Usage/Network
Parameter Control (UPC/NPC) are performed at the
User-Network Interface (UNI) and Network-Node
Interface (NNI) level. This control is a set of actions
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that must be performed by the network to monitor
and manage the traffic generated by ATM connections.
The main purpose of managing the parameters of the
traffic being served is to monitor each established
connection for its stricter compliance with the traffic
contract. An ideal UPC/NPC algorithm should be able
to detect any unacceptable traffic situations, respond
quickly to deteriorating traffic parameters, and have
a simple implementation.

Among the methods proposed to meet these
requirements, considerable attention is paid to the method
that has received the conventional name of "Leaky bucket".
Another method widely used in data transmission
networks is the so-called Sliding Window Protocol.

Two approaches are used to build a control
procedure: statistical and based on the use of some
a priori rules (the so-called operational approach).
The disadvantage of the statistical approach is the need
for long-term observation and, as a result, a slow
management response. Therefore, in practice, operational
approaches are used.

1.371
equivalent versions of the operational algorithm -
the so-called Generic Cell Rate Algorithm (GCRA).
The first version is called the Virtual Scheduling

ITU Recommendation presents  two

Algorithm (VSA), and the second version is called
the Leaky Backet Algorithm (LBA).
Both versions of GCRA, for any sequence of cell

arrival moments (7, >1), determine the cells that can be

transmitted along the link or their transmission
will be delayed.

The VSA virtual scheduling algorithm uses
two parameters: [ — increment; L — some limit of

its increment and a set of intermediate variables
GCRA(I,L). The theoretically predicted moment of

TAT cell appearance is calculated under the assumption
that the cells are uniformly distributed in time, and the
distance between two consecutive cells is equal to [ at
the moment of source activity. If the actual arrival time
exceeds t =TAT—L , where L is some acceptable value,
then the cell is allowed, otherwise the cell is delayed.

A diagram of the virtual scheduling algorithm is
shown in Fig. 2.

The LBA algorithm (Fig. 3) shows how the burst
flow of cells fills bucket B1. If bucket Bl is not
overflowing, then cells enter the transmission medium
at a guaranteed rate. If bucket B1 is full, the excess flow
goes to bucket B2. If bucket B2 is not overflowing,
then from B2 the flow of cells enters the transmission

medium at an arbitrary rate, but less than the guaranteed
rate. If B2 is full, the excess flow is discarded.
The described flow control scheme corresponds to the
algorithm shown in Fig. 4.

Cell amival

Cell not allowed

TAT =TAT + 1
Cell allowed

Fig. 2. Virtual scheduling algorithm

Burst cell flow
exceeding the
permissible limit

Excess cells

Rejected cells

Guaranteed cell

arrival rate iy
Arbitrary cell rate

Transmission environment
with accepiable cell rate

Fig. 3. Physical interpretation of the "leaky bucket" method

Cell amival

Cell not allowed

LCT=t,
X=x+1

Cell aliowed

Fig. 4. "Leaky bucket" bitstream control algorithm
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It should be noted that unlike the sliding window
the leaky
with individual cells. The flow of cells is copied to the

mechanism, bucket mechanism operates
so-called pseudo-queue ("leaky bucket"). The queue is
serviced at a certain speed (the rate of the bucket).
When the buffer is full, the cells of the outgoing
stream are delayed.

Each established connection is assigned a counter,
the content of which increases by one when an information
cell arrives and decreases accordingly if the current bit
rate is acceptable in the transmission link. The counter
has a certain threshold L . If the counter is equal to L,
the access of the cells to the network is terminated, and
they are transferred to the buffer drive. Thus, this method
of service controls two parameters: the current
information transfer rate (the number of cells transmitted
per unit of time) and the threshold L (bucket capacity).

Estimates of the probability of cell loss and waiting
time in the buffer drive during statistical multiplexing,
taking into account the above factors, are important

system characteristics.

Ensuring transmission reliability

Semantic transparency (ST) of a network is defined
as the ability of a network to transport messages from
a source to a destination with an acceptable number
of errors. With a given transmission system, network
transparency is ensured by encoding the message,
repeating the message at the receiver's request, and
a combination of these techniques. The most important
characteristic that defines the ST is the possibility of
distortion of bits of information — the Bit Error Rate
(BER). BER is defined as the total number of erroneous
bits divided by the total number of transmitted bits.
the BER
measurement is practically reduced to a set of statistics.
Since the probability of bit distortion is different in the
transmission systems and the transmission medium,

For different transmission systems,

it takes different time to obtain representative statistics.
In modern fiber-optic communication lines, the value
of BER =10 . As the BER probability increases, the
number of retransmissions of damaged packets increases.
The increase in load can be estimated by the following
formula, which takes into account the use of the sliding
window control protocol:

R(m =" 1-(1-BER)"
= X— 7
VT3 (1-BER)"

where W — window size;

)

n —number of transmission links;
L — packet length, bits.
Figure 5 shows the dependence of traffic growth
on the change in BER on the transmission link. The graph

is plotted for the case of five transmission links (n = 5) .

In this figure, the traffic is evaluated relative to the

original traffic. For example, if R(BER)=1, it means
that the number of transmitted packets doubles.

R A

10° 10* 107 BER

108 10 10

Fig. 5. Dependence of load increase on the probability
of BER error on the transmission link

At a low BER value, link-to-link control is not very
effective, because the probability of errors is extremely
low. In this case, end-to-end control is the most effective.

Figures 6 and 7 illustrate the case of link control and
end-to-end control. They show the dependence of the
load increase on the change in the BER error probability.
For end-to-end control, the case of five links is
considered. Fig. 6 corresponds to the case when the
packet length is 53 octets, Fig. 7 corresponds to the case
when the packet length is 1000 octets.

RaA

B ooremarrnemsarrrasy

10 BER

Fig. 6. Dependence of the change in link utilization on the
change in the error probability on the link at a packet
length of 53 octets: 1 — end-to-end control, five links;
2 — control on one transmission link
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Fig. 7. Dependence of the change in link utilization
on the change in the error probability on the link at
a packet length of 1000 octets:
1 — end-to-end control, five transmission links;
2 — control on one transmission link

The lower the BER value in the channel, the more
efficient the end-to-end control is compared to the link
control. Fig. 8 shows the dependence of the efficiency of
end-to-end control compared to link control for
a standard cell of length 53x8=424. The effectiveness
will be evaluated by the ratio of the loads of the path
with n-link control and one-link control:

C=R(n)/R(1). )
It is assumed that there are five transmission links

between users (n=>5) ,ie.

C=R(n)/R(5). (3)

5

10° 108 107 108 105 10* 10° BER

Fig. 8. Dependence of efficiency change on error probability

From the graph shown in Fig. 8, it can be
determined that up to a value BER <107°, "end-to-end"
indistinguishable from link
control. Indeed, if BER <10° then C=5,0, and
if BER <107 then C =5,04.

control is practically

In packet-oriented networks, a different assessment
is used — PER (Packets Error Rate). The PER value
is determined for a certain normalized time and

significantly depends on the properties of the
transmission medium. It is calculated as the number
of erroneously received packets to the total number
of transmitted packets.

Buffer overflow can also lead to an increase in the

load on the link. However, in practice, the probability

of cell loss is extremely low (P < 10’9) . The capacity

cell —

of buffer drives that ensure a low probability of cell loss
can be seen in Fig. 9, which was calculated using

the model M/D/1/L (L # ). The curve is plotted at
the load intensity applied to the link a = 0,8 Erl.
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Fig. 9. Dependence of the probability of cell loss on the change
in the buffer storage capacity at a = 0,8 Erl

Compliance with time requirements

The time transparency of the network is measured
by the message delay and the end-to-end jitter of the
message delay. Delay significantly affects the quality of
communication for users who transmit real-time audio
or video. Long delays for audio messages are manifested
in the form of an echo effect. The amount of signal delay
during end-to-end transmission is normalized.

The delay time consists of two components, namely,
the delay caused by the transmission medium and the
delay caused by the processing of messages (packets).
In digital switching systems, the amount of delay is
limited by the value of 7, <450 ps.

csk —

The delay time caused by message processing
can be estimated as a first approximation as the
probability that the actual waiting time will exceed the
permissible time ¢, and can be defined as follows:

1 (A(k—1))
P(>1,)=1-(1-2) ;—( (k! ) e . ©

The form of the function P(>7,) for 1= 0,2, 0,4

and 0,8 as a function of waiting time is shown in Fig. 10.
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P>t )4

>

Fig. 10. Change of probability P(>¢,) for three load values:
0,2 Erl; 0,4 Erl; 0,8 Erl

Dependence of the average time spent in the
queue 7, of the delayed cells from the change in load

a is shown in Fig. 11.

Table 1. The nature of connection delays at different bit rates
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Fig. 11. Dependence of the average delay time on changes
in load intensity

The nature of connection delays for different
transmission speeds on the transmission link
(1 and 10 Gbps) can be seen in Table 1. The data in
Table 1 are obtained with the probability of packet loss
and the intensity of the incoming load a = 0,8 Erl.

Transmission speed on the link, Gbit/s
Delays, ps 1 l 10
> Packet size, bytes

256 512 1024 256 512 1024
Transmissions 4000 4000 4000 4000 4000 4000
Fixed on the switching node 16 32 64 4 8 16
In the queue and during depacketization 100 200 400 10 20 40
During packetization 500 1000 2000 100 200 300
In a synchronous network 900 900 900 900 900 900

Method of audio signal transmission
by switching virtual routes

The method of audio signal transmission in an audio
analytics network system by switching virtual routes
is based on the principle of fast packet switching.
This method is designed to optimize the transmission
of audio signals in a network audio analytics system.
The main goal is to ensure the efficiency and accuracy
of real-time audio analytics. When creating this method,
mathematical models were developed to adequately
reflect new classes of load sources that transmit
packetized audio data and analysis and improvement
of connection and traffic management methods in the
network system for resource utilization were performed.
As a result, mechanisms for managing user access
to the network and managing resource utilization
parameters were implemented, and an efficient switching
method based on the use of virtual routes for routing
audio packets was created.

The principle of fast packet switching is shown
in Fig. 12. A cell arriving at a switching node (SN)

contains an information field and a header. At the
switching node, using a special routing process, the cell
is assigned bits of an additional address representing
the address of the route of the cell through the switching
system. As the cell passes through the cascades of the
switching system, the bits of the additional address
are used to select a route. The output cell, as before,
contains only the information field and the header.

r 1
Data Header |R.olmng bits |

\ |:]:|;

Ne—o DR S ———) |

Network-based audio
analytic system

Fig. 12. The principle of fast packet switching

To connect two terminals to each other, you need
to switch not only virtual channels, but also virtual paths.
A VP switch is a virtual path switch, a VP/VC switch
is a virtual path switch, and a virtual channel switch.
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A VP/VC switch consists of a virtual path switch
(VP switch) and a virtual channel switch (VC switch).
The switching scheme of virtual paths and channels is
shown in Fig. 13.

VC vC vC
VP [ v | VP VP
| Jo Jo N
' e . o e X . e P 1
Terminal Switch VP Swatch VP/VC Terminal

Fig. 13. Switching scheme for virtual paths and channels
on the network

Assigning a route address and routing a cell by

a switching system requires certain management
resources. Fig. 14 shows the conditional dependence
of control costs on the transmission rate for different
types of switching. As follows from Fig. 14, the control
costs of the FPS are significantly higher than in the
case of channel switching and multichannel switching,
but lower than in the case of packet switching in virtual

channel mode and datagram mode.

Management A

costs

CS

Constant Varizbl

T .
Data transfer speed

Fig. 14. Dependence of management costs on the transmission
rate for different switching modes:
CS — channel switching; MS — multichannel switching;
FCS — fast channel switching; FPS — fast packet switching;
PSVC — packet switching with virtual channels;
DPS — datagram packet switching

The possibilities of using simulation modeling
of the nodes of the audio analytics network system are
very limited. This is due to the fact that the acceptable
level of loss of information cells is very low.
When constructing probabilistic models of audio
analytics network systems, various approximations are
used: Markov processes, combinatorial approaches,
methods based on decomposing the system into
subsystems with a simpler structure. In some cases, the
Wiener-Hopf approximation is used to estimate the

delays of information centers, which sometimes allows

obtaining fairly simple formulas when the incoming flow
of requests is a Markov modulated Poisson flow.

The quality of service of information cells in
a networked audio analytics system is significantly affected
by routing. The so-called FPS mode is implemented
at the AC of the audio analytics network system.
This switching mode has both the properties of the
channel switching mode and the packet switching mode.

When creating networked audio analytics systems,
the search for networks with an optimal structure is
continuously underway, as well as the development and
research of methods for calculating their probabilistic and
time characteristics. Intensive research is currently
underway to create new classes of networks. In particular,
networks with so-called "variable" routing are of interest.
In such networks, an information cell can pass through
only a part of the system's cascades, not all of them.
To create such opportunities, a special switching element
with a capacity of 2x4. Special classes of networks
are being studied that allow for the selection of
a shared buffer. Due to the rapid improvement of the
technology, it is interesting to study networks built
with the use of high-capacity switches: 8x8, 16x16,
32x32 inputs and outputs.

An important problem when building networked
audio analytics systems is the problem of network
management. When creating a sufficiently branched
network audio analytics system, the problem of
distributing the total transmission rate along the path
between individual network nodes arises. Network
management also affects the admission of calls to the
network and routing. These issues are of great importance
and are still poorly understood.

Conclusions

The main requirements for the efficiency of the
audio transmission method in a networked audio
analytics system include minimizing latency to meet high
standards of interaction and security. Research in the
field of optimizing audio data processing algorithms
and the use of fast network connections are identified
as important factors in achieving these goals.

Consideration of scalability and error tolerance
requirements is also important for the successful
implementation of the audio transmission method at
various levels. A balanced approach to the development
and improvement of this technology allows to take into
account the diverse requirements of different areas and
opens the way for innovative solutions.
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Thus, the following results were obtained in this article:

1. Modeling of the system load sources was performed.

2. Connection and traffic management in a networked
audio analytics system is considered.

3. Methods for ensuring the quality of audio signal
transmission are investigated.

4. A method of audio signal transmission by
switching virtual routes is proposed.

Future research in the field of audio signal
transmission methods in a networked audio analytics
of data
artificial
intelligence to improve recognition accuracy, and the

system may focus on the development

compression technologies, the wuse of
study of integration with other technologies, which
will help to increase the functionality and versatility
of the method.
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METO/ HEPEJJAYI AYAIOCUT'HAJTY
Y MEPEXHINA CUCTEMI AYJIIOAHAJITHKHA

IIpeameToM IOCTIIKEHHS B CTATTI € METOJ MEpeaadi ayaiOCHTHATY B MEPEXHIN cucTeMi ayaioaHamiTHKA. CTBOpPEHHS 3a3HaYCHOT
CHCTEMH MIPUBOJUT JI0 TIOSIBH HOBHX KJIACiB JDKepesl HaBaHTa)XEHHS, 1110 NepejaloTh TaKeTH30BaHi 3ByKoBi faHi. Tomy 6e3 mobynoBu
JIOCTaTHBO aJIEKBATHAX MAaTEeMaTHYHHX MOZENEeil He MOXHA CTBOPUTU MEPEXHY CHUCTEMY ayIiOaHAJITHKH, sKa e()EeKTUBHO HPAIIOE.
OyHnaMeHTaIbHUM Yy Teopii Tenerpadiky € IHTaHHS MoJeNiel Jukepen HaBaHTaxeHHA. OTKe, crac HEOOXITHMM pPO3POOJICHHS
METOJy Hepeladi ayIiOCHTHALy B MEPeXHIH CHCTeMi ayJioaHANTMKH. 3 Oy Ha CKa3aHe MeTOI0 CTaTi € CTBOPEHHS
METOAy Tepeiadi ayJioCHTHATy B MEpEekKHIH CHCTeMi ayJioaHaliTHKA 3 METO 3a0e3ledeHHS e(QEeKTHBHOCTI Ta TOYHOCTI
ayIioaHANMITUKH. Y CTaTTi BHPINIYIOTBCA TakKi 3aBAAHHS: (OPMyBaHHS MOJETI JDKepel HaBaHTAKEHHS CHUCTEMH, IOCII/KCHHS
YOpaBIiHHSA 3 €IHAHHAMH 1 TpadikoM y MeEpexHi CHCTeMi ayHiOaHANITHUKH, peami3alis (QYHKIIH YOpaBIiHHA Ta KOHTPOJIO
TpadikoM y wMepexi (YmpaBiuiHHS [JOCTYIIOM KOPHCTyBada IO MeEpexi Ta YHpaBIiHHSA TMapaMeTpaMH BHKOPHCTaHHSA),
JIOCIIDKEHHST METO/IIB 3a0€3MeYeHHs AKOCTI Mepeaadi aylioCUTHaY Ta po3poOJIeHHS METOy Iepenadi ayIioCUTHaIY 3 TOMOMOTOI0
KOMyTalil BipTyaJlbHUX MapiipyTiB. s JOCATHEHHs IIOCTaBJICHUX 3aBAaHb BHKOPHCTOBYIOTHCS Taki METOAM: MaTeMaTH4HE
OOpOONCHHS CUTHAJIB, AITOPUTMH KOMIIpecii JaHHX, ONTHMI3allis MEPEeKHUX HPOTOKOTIB i BUKOPHUCTAHHS MIBUIKUX MEPEHKHHUX
3’eHaHb. JIOCATHYTO TakMX Pe3yJIbTATiB: 3MOJENHbOBAHO JDKEpesia HABaHTAKEHHS! CUCTEMH, PO3IIISHYTO YIPABIiHHA 3’ €IHAHHIMU
i TpadikoM y MepexHii CHCTeMi ayniOaHANITHKH, JMOCTIIDKEHO MeTOnu 3abe3leueHHs SKOCTI Iepenadi ayAioCHUTHary
Ta 3aIpONIOHOBAHO METOJ| TepeAadi ayJiOCHTHay 3 JOIOMOIOI0 KOMYyTalil BipTyaJbHHUX MapmpyTiB. BucHoBkH. MoximBocTi
BUKOPHUCTAHHS IMITAIlIHHOTO MOJENIOBAHHS BY3JIiB MEPEXKHOI CHCTEMH ayNiOaHANITHKH Iyxke oOMexeHi. Lle MosiCHIOETbCS THM,
OI0 JONMYyCTUMHK piBEHb BTpaT iH(OpMamilHUX OCEpeiKiB IyKe HU3bKUH. YTIpPOBaPKEHHS PO3POOJICHOTO METONy Iepeaadi
ayIioCUTHAy B MEpPEXKHIH CHCTeMi ayNiOaHANITHKH Ja€ 3MOTY JIOCSATTH €()EeKTHBHOTO KOHTPOJIO Ta OOpOOJIEHHS 3BYKOBOL
iHpopMamii B pexuMi peanpHOro yacy. Lleif meTron Moke HIMPOKO 3acTOCOBYBaTHCS y cdepax Oe3meKkH, MEAWIMHH, CHCTEM
YIOpaBIiHHS Ta IHIIUX TaTy35X, € aHAII3 ayJIOCHUTHATIB € BAYJIMBUM CKIaJHUKOM.

KurouoBi ciioBa: ayioananituka; MeTo/| mepeadi ayAioCUrHaTy; yIpaBlIiHHsA TpadikoM; BipTyalbHi MapIIpyTH; 3aTPUMKA.
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H. POMAHKIB, /I. CUTHIKOB

AHAJII3 1 BUBIP METO/IIB KACTOMI3AIIIL S44S-PIIIEHD,
MOBYJIOBAHUX 3A JIOIOMOI'OIO TEXHOJIOT'TH CLOUD-NATIVE

IIpeameToM nociizkeHHsI € METOAW KacTomizamii SaaS-pimieHb. MeTa cTAaTTi — BHU3HAUMTH IUTICHY CTpATerit0 KacTomizarlii

SaaS-pimenb, po3pobJIeHNX 3a JOIOMOTOK TEXHOJOTiH cloud-native. 3aBIaHHSA: TIpOAHANI3yBaTH CydacHI IiJXOIX
OIOI0 apXiTEeKTypH SaaS-3aCTOCYHKIB, BHSBHTH OCHOBHI METOIHM KAacTOMi3alii Uil CydacHHMX SaaS-3aCTOCYHKIB; HOCIITHTH
Ta BCTAaHOBHUTH cmoci® kactomizamii iHTepdeiicy SaaS-3acTOCYHKIB; Ha MiACTaBl MPOBEACHOI'O NOCHIIIKEHHS BH3HAUUTH LUIICHY
CTpaTeriro KacToMizailii SaaS-3aCTOCYHKIB. YTNPOBaKYIOThCS TaKi METOMM: aHami3 1 CHHTe3 — JUIs BHBYCHHS TEXHOJIOTIH,
II0 BUKOPUCTOBYIOThCA JUIS NOOYIOBH SaaS-3acTOCYHKIB; aOCTparyBaHHS Ta Yy3araJlbHEHHS — JUIS BH3HAUCHHS 3araibHol
apxiTeKTypu SaaS-3aCTOCYHKY; CHHTE3 BEOTEXHOJOTiH — Ui BHOOpPY METONIB KacTomizamii SaaS-3aCTOCYHKIB Ta MOOYZOBH
anroputMy BuOopy MeTomy KacTtomizamii. JlocATHYTI pe3yJbTaTH: IOCHIIKEHO CYYacHY apXiTeKTypy SaaS-3acTOCYHKIB;
00paHO MeToJaM KacToMmisamii SaaS-3aCTOCYHKIB, a TaKOK BH3HAYCHO IIUTICHY CTpATErilo IMOJIO0 KacToMizamil SaaS-3acTOCYHKIB;
3allpoIIoHOBaHO MeTon Mopauikamii iHTepdelicy SaaS-3acTOCYHKIB, IO Ja€ 3MOTY BHKOHYBAaTH KacTOMi3allilo BeOiHTepdeicy
SaaS-3acTOCYHKY He3aJeXKHO BiJ KOHKpeTHOro ¢QpeiiMBOpKy front-end. BUCHOBKM: cydacHa apXiTekTypa SaaS-3acTOCYHKiB
€ KOMIUIEKCHOI0 Ta OCHOBaHa Ha MIKPOCEpBICHIIl apxiTekTypi, mimxonmi multi-tenant, XMapHUX TEXHOJOTisIX 1 BeOOpaysepi;
METO/U KacToMizalii SaaS-3aCTOCYHKIB MArOTh PO3POOIATUCS HE3AIE)KHO BiJ MEBHUX TEXHOJIOTIYHUX CTEKiB, OO 3aJOBITBHUTH
motpebu Oimpmrocti abo BCiX KOPHCTyBadiB SaaS-3aCTOCYHKY B KacToMizamii; miaxinm API-first € ¢dyHIaMEHTaNbHUM
y moOyZOBi KacTOMi30BaHOTO SaaS, OCKUIBKM BiH € OCHOBOIO Ui CTBOPEHHS OyAb-fKOi aBTOMAaTH3alii 4YM IIOB’sI3aHOI
6i3Hec-noriku; webhooks € HalfKpamoro OIIi€I0 A peajizauii MiANMCKY Ha TOXil, 10 BinOyBalOThCS B SaaS-3aCTOCYHKY,
HE3aJeXKHO BiJl TEXHOJIOTIYHOTO CTEKy; BHM3HAa4deHa CTpareris KacToMizamii SaaS-3aCTOCYHKIB Ja€ 3MOTY POOHMTH KacTOMi3amilo
HE3aJIS)KHO BiJl IEBHOTO TEXHOJIOTIYHOTO CTEKY i, OKpIM peaiizallii Oi3Hec-I0TiKH, TAKOXK IMOKpUBae MoaudikaIito iHTepgeiicy.

KurouoBi cioBa: SaaS; kactomizauis; web; webhooks, Iframe, API-first.

Beryn Xoua Takuil miAXin mae 3Mory OisHecy OyTm

THYYKUM, a TaKOXK IPHCKOproe po3podienus [ T-cucremu,

BOAHOUAaC BiH OOMEXye pPO3POOHHKIB  CHCTEMH,

CyuacHi TexHONOTIi Ta IHTEPHET Iald 3MOTY

mogeni SaaS [1] (mporpamue 3a0e3neyueHHs SIK MOCIyra)

3’SBUTHCS ~Ta  JOMiHyBaTH y  cBiti. UYmmaino
OaraTOMUTBIPAHUX KOMITaHiil Oynu moOynoBani Ha Saas,
3okpema Netlifx, Amazon, Facebook, Airbnb. A 3rigHO
3 360 Research Reports xommnanis SaaS y riiobaibHOMY
puHKY omiHoBatacs B 1777 098 nomapiB 2021 p.,
a TakoX IPOAOBKYBATUME 3pOCTaTH ¥  JOCSTHE
1177 188 nomapis mo 2027 p. IlobymoBa cydacHOTo
SaaS-3aCTOCYHKY 3a3Ha€ YMMal0 TEXHIYHHUX MpPOOJIeM,
SKI HEoOXiTHO BHPILIMTH, OCOOIMBO B CYy4acHOMY CBITi
3  UIMPOKUM YIPOBA/PKEHHSM JIOCTYINHHUX XMapHHUX
TEXHOJIOTI 1 HOBHX TeXHOJNOTIH cloud-native [2],
10 TTPOJIOBXKYIOTH 3’ IBIISITUCS.

TOrO, JyXXe BHCOKOI
MACH  Allience [3] #

apxitektypu composable ecommerce [4], mo nonomarae

Oxpim TIOMYJISIPHOCTI

HabyBae BHUKOPHCTAHHSA
Oi3Hecy OymyBaTH cHCTEMY SK KOHCTPYKTOp, SIKUH
30MpaeThes 13 pi3HUX SaaS-cucTeM 1 B SKOMY OKpeMi
CHUCTEMH BIIIOBIZAOTh 3a PI3HI TEXHIYHI MOYKIHBOCTI
CJIEKTPOHHOT KOMEPLIil, TAKUX SK OLIYK, IepCOHAITI3aLis,
KepyBaHHS 3aMOBJICHHSIMH TOILIO.

OCKIJIbKM CTOpOHHI cepBicu € black box 1 3a3Buuaii
M030aBISAIOTh MOXIIMBOCTI MOAW(IKYBaTH X CHCTEMHU.
BaxmuBo, mo0 Enterprise-cuctreMn Manud  JIOCTYI
J0 HaJallTyBaHb, ajleé YacTO BUMOTH /IO HaJNAIITyBaHb
Bil KJII€HTAa BUXOIATh 3a MCEXKI TOro, IO BECHIOP
MIPOrpaMHOro 3a0e3MeUeHHsT MOXe Tepef0adnTH Halepes.
B enoxy BUKOpHCTaHHSI JIOKQIBHHX CHUCTEM KIIIEHTH
poOmimm TAHOOKI HaJamTyBaHHS 1032 IepenOadeHHIM
BEHJIOpa, Oe3MmocepeHbO 3MIHIOIYHM HOTO BUXITHUN
KOA, a TOTIM OyAyloud Ta eKCIUTyaTyIoud BEHIOP
y BiacHoMy nara-ieHtpi. Komm mporpamue 3a0e3neyeHHs
nepeiuio 1o

XMapHOTO  0araTOKOPHCTYBAlbKOTO

SaaS, ¥iieHTaM yxe HE MOXHa 0e3MOCepeHbO
3MIHIOBATH BHUXITHHUN KOJ BEHAOPA, OCKIIBKH TOW caMHit
JEKIJIBKOMa

CK3CMILIAP Kooy BUKOPUCTOBYETHCSA

KII€HTaMH  OJHOYAaCHO B  TIPOLECi  BHUKOHAHHS.
OTxe, NOCTAa€ MUTAHHS PO3POOJICHHS! Ta MPOEKTYBAHHS
METOJIB KacToMizamii SaaS-cucteM, siKi qaBamu O 3MOry
IHKeHepaM 1 KopucTyBauaM cucteM MoaudikyBatd ii
mig cBoi moTpeOu, Oe3 BIUIMBY Ha IHIIMX KOPHCTYBadiB

SaaS-cucremu.

© H. Pomankis, /[. CutHikos, 2023
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AHaJi3 ocTaHHiX 1ocaifKeHb i myoaikamiit

Amnami3z Jpkepes JI0BiB, IO KacTomizauii SaaS-
CHCTEM IPUALIIIACE yBara B 6araTb0X HayKOBHX IPAILX,
1 IIe TaKoX MIATBEPIUKYE aKTYyaJbHICTh OKpECIeHOI
npobnemu. Tak, Xy Conr, ®pank YayBen Ta iHmIi
NPOBEJIM IPYHTOBHE JIOCHI/DKEHHS INOJAO MiATPUMKH
kacroMmizanii SaaS [5]. ABTOPH BHBYAIOTH OYiKYBaHHS
KOHCYJIBTAHTIB, SKI CICI[alli3yIOThCs Ha KacToMizarlii
KOPIIOPAaTHBHUX TPOTPaMHHUX cucTeM. KacTomizaris
TPaJIMLIHHO TPYHTYETHCS Ha MPHITYIIEHHI, 110 TIPOrpaMHe
3a0e3MevyeHHs] BCTAHOBICHO Yy BJIACHOMY JaTa-IEeHTpi

KIiEHTa, TOMY KJIIEHT MAa€ TIOBHUH  KOHTPOJIb
HaJ CHCTEMOIO Ta MOXE BUIBHO 1 3MIHIOBATH.
Ile npumymeHHs BXe HE MNPaBUIIbHE, OCKUIBKH

KOpIOpaTHBHE MpOTpaMHE 3a0e3le4eHHs IepPeXOoanTh
o OaraTtokopucTyBapkoro Software as a Service,
00 BOHO TpaIIOE B XMapi Ta KOHTPOJIOETHCS BEHIOPOM
SaaS. Otxe, OEXTO BBaXkae, IO HaNAIUTyBaHHA SaaS
HEOoOX1THO
SaaS
BHU3HA€ TMepeBary KOH]Irypaimii Haj HalalITyBaHHSIM.

€ 3aHaaTo0 CKIagHUM 1 Big  HBOIO

BiIMOBUTHCA. BomHouac mpaktuka B Taimysi
JlBa BEHAOpPH NPOTPAMHOTO 3a0e3NeyYeHHs, SKi B3SUTH
y4acTh y [bOMY MOOCTIDKCHHI, TaKOX pPO3MOYain
3 MATPUMKH KOH(pirypamii Ha cBOiX pimeHHsIX SaasS.
OpHak BHABJISETHCS, MLIO0 YUMAJIO IXHIX MapTHEpIB
(xopuctyBadiB SaaS-cUCTeMH) MalOTh IHIIAN MOTJIAL,
i TOMy LI BEHJOpU MOCTIHHO OTPUMYIOTH 3allUTaHHS
1010 MIATPUMKM HalalTyBaHb Ha CBOIX IPOAYKTaxX
SaaS. Takox y po0oTi [S] momaeTbest Teopis, moOya0BaHa
Ha BHCHOBKaXx, IO KAacTOMi3allisl 3aJIMIIAETHECS BAXKIMBUM
(multi-

tenancy) 3MIHIOE BIATIOBIIaNbHICTh 3aIlIKaBICHUX CTOPIH.

s SaaS, onmHak 0araTOKOpPHCTYBAIbKICTh

IMaptHepu (xopuctyBaui SaaS) Temep HE MOXYTh
CaMOCTIHHO 3MIHUTH TPOIYKT, MO0 JOCATTH MOOaKaHb
CBOIX KJIIEHTIB, ajic MalOTh MOKJIAIaTHUCSA Ha BEHIOPIB
SaaS nist po3poONICHHS Ta BIPOBAIPKEHHS 3MIH i HOBUX
(yHKIIT cucreMH. 3peINTO0 MapTHEpaM HEoOXiIHO
BIZIMOBHTHCS BiJ] CTApOTO METOJY BIJIBHOTO PO3POOIEHHS
3 TOBUIbHUMH MOJU(]IKAIIsIMU, PO3CISHUMU B TPOJYKTI.
3aMicTb [BOTO BOHM MAlOTh TNPHUHHATH  HOBHUH
dhopMaT po3poOIIeHHS 3 OLIBIIOK KUIBKICTIO OOMEKEHB
Ta y4acTIO BEHIOPIB 1 MPUAIIMTH 3HAUHY yBary Oi3Hecy.
s Ttpanchopmarris

iHTepecaMM NapTHEpiB, a caMe: MiHIMi3ali€l0 BHUTpAT

KOH(JIIKTYE 3  TpaaMUiitHUMH
JUIsl KJIIEHTIB, OE3IIOBHOIO IHTETPALI€I0 BIACHOTO KOAY
3 OCHOBHUM TMPOJIYKTOM 1 3a0€3MEYEeHHSIM THYYKOCTI.
ToMy KpUTHYHUM (HAKTOPOM YCIHIXy Uil E€KOCHUCTEMH
HAJIAMITYBaHb € T, M0 BEHJOPU MAlOTh MPOIOHYBAaTH

HE JIUIIe BICOKOKACTOMIi30BaHUI Saas, ane i eekTuBHI
3aco0M MIATPUMKH, sKi OyJyTh BIANOBIZaTH HOBUM
BHJAM HaJalITyBaHb 1 BOJHOYAC KOMIIGHCYBAaTH IIi
OCHOBHI iHTepecH. HeoOXiqHicTh y KacToMi3allil BUHUKAE
4yepe3 pO3pHB MK KII€HTAMH Ta BCHIOPaMH: OCTaHHI
30CEPEKYIOTBCSI  Ha  3arajlbHOMY  KOPIOPAaTHBHOMY
nporpaMHoMy 3a0e3leueHHi, ane He MarTh 3HaHb
i pecypciB, mo0 3po3yMiTH Oi3HEC KOKHOTO OKpPEMOTO
KiieHTa. YTiM KOH(Irypamis He MOXe 3aMiHHTH
KacTOMi3allilo, OCKUIbKM BOHa ITHOpye Leil po3puB,
3pO3yMITH,  MIO

nepenoaynuTH Ta peanizyBaTi Bci HIMOBipHI (QYHKIII.

HaMararo4uch BEHIOpU  3HaTHI
Takox Pamed Mit3nep, Armpeac Marsrep Ta iHIIi

B pobori [6], HaBOAATH Takuid aprymMeHtr: Moo
BHKOPHCTOBYBaTH €KOHOMIiIO MacuITady, BeHIopaMm SaasS
HEOOXI/IHO YCIIIIHO MpPUBEPTaTH 3HAYHY KUIBKICTh
KOPHUCTYBaYiB Ui CBOiX SaaS-3acTOCyHKiB. OYeBHIIHO,
oo (QYHKIIOHAIBHICTh 1 SKIiCTh, SKi 1HIUBITyaTbHI
KIIEHTH OYIKYIOTH BiJ MPOTPAMHOTO 3aCTOCYBAaHHS,
MOXYTh BIIpPI3HATUCS. SIK HACIIIOK, MOCTadalbHUKAM
SaaS HeoOximHO OpaTH OO yBarm BapiaTUBHI BHMOTH
IIMPOKOTO CHEKTpa MOTEHMIHHUX KiieHTiB. Lle o3Hauae,
mo SaaS-3aCTOCYHKH MAaroTh J03BOJIATH KOHQITypariro
Ta HAJIAIITYBaHHS JUII KOXKHOTO KOPUCTyBaya.

Oxpim mporo, Bei Cyn Tta iHmi B poGoti [7]
TN BUCHOBKY, IO KOHGQIrypaIis Ta KacToMi3allis
€ KpUTHYHAMH acTieKTaMH JJIs1 BeHIOpPiB SaaS y mporieci
pO3po0JICHHS CBOIX cHCTeM. XoOdYa HaWBaXJIMBINIE —
me nmobpe pospobutn ¢yHKLII SaaS-3acTocyHKY, MO0
33/I0BOJILHATH SIKHAWOLIbIIE BUMOT Y IIJIbOBOMY CEIMEHTI
KIIIEHTIB 1 ramy3i 3aCTOCYBaHHS; PiBEHb MOMKIMBOCTEH,
HaJaHUX JUIs KOHDIrypamii Ta KacToMi3allii, 1a€ KIY0BI
KOHKYpEHTHI IlepeBaru Ha pUHKY. Y 0araTboX CHUTYyaIlisx,
JIyxKe
SIK CTaHAAPTHY TPOIO3MINI0 UIA OUIBIIOCTI KIIEHTIB,

SIKIIO BAXKO po3poduTH  SaaS-3acTOCYHOK
BHCOKA 37IaTHICTH 10 KOH(Irypallii Ta KacToMi3allii cTaHe
KITFOYOBUM (PAKTOPOM YCIIIXYy.

JIOCITI Ky BAJIA

Y crymisx [8, 9] aBropu

BUKOPDHCTaHHA  MIKpOCEpBICIB  Jis  KacTomizarii
SaaS-cucrem. Takuii MeTos KacTomizauii MPONOHYETHCS
UL~ 3aCTOCYBaHHS, KOJIH  HEOOXigHO  3poOHTH
rIIMOOKY KacToMi3allio.

MMigxin, 3ragaanii y mpami [8], 3aHanTo OeTambHO
MIPUB’SI3aHUH IO CTEKY TEXHOJOTiH . Net Ta po3poOacHUi
HA TPUOYIICHI, IO BeHIOp SaaS HagacTe IOCTYI
JI0 KOy CHUCTEMH, SKHUU 31COUIBIIOr0 € HEMOXXJIMBHM,
OCKITBKM Il KOMMaHid, MmO TpomarTh SaaS, Kox
MpOrpaMHoOl CUCTEMHM — L€ OCHOBHUH aKTHB Oi3Hecy,

SIKMI TIPUHOCUTD IPHUOYTOK.
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Bognowac minxim, pospobnenuit y poboti [9],
MPOIIOHYE Cy4yacHuil cloud-native Ta AMHAMIYHUHN TTiX1]]
0 BUKOPHUCTAHHSA MIKPOCEpBICIiB. Y TakoMy MigXOIi
peaizyeTbes

KOXXHa KaCTOMi3aHiH 3a JOIIOMOI'OKO

MikpocepBicy. Pobota meMOHCTpye BUKOPHUCTAaHHS
CHUHXPOHHOTO BHKIIMKY, OKpeMoi 0a3u naHux NoSQOL
Ta cepeloBHINA Ha OCHOBI Docker mua peamizamii Takoi
apxiTeKTypu. AJse 1edl MeToj He MOKPHBaE MiAXim 1o
Moaudikanii iHTepdeiicy SaaS-3acTocyHKY I OOy nOBaHMIA
Ha ocobnmuBoMy (peiimBopky MiSC-Cloud, mo poOuth
TaKHH MiIXiJ Maike HeMPUAATHUM JI0 3aCTOCYBaHHS.
Ecnen Hopani B po6ori [10] po3risigae MOXKIHBOCTI
rOoKoT Momudikarii 3aBOJKHA IMOOIAM. ApXITEKTypa
3aCTOCYHKY TaKOX 3aJCKUTh Big  crherudigHOro
tdpeiimBopky MiSC-Cloud # moOynoBaHa Ha IPUITYIIEH],
0 BEHJOp 3aCTOCOBYBaTHME creuudiuHuil event bus
(mmHa mWomiA) W HAAACTh MOOCTYN 1O INHHU U
MIKpOCEpBICiB, SIKi MalOThb BHKOHYBaTH KacTOMIi3allifo

croco0OM MIANMCKY Ha MOIT Ta iX MogudiKaIliro.

BusHaueHHs1 He BUPilIEHUX paHillle YaCTHH
3arajbHoi npo6;emMu. Meta po6oTH, 3aBJaHHA

3aCTOCOBYIOTBCS  JUII BUBYEHHS  TEXHOIOTIH, IO

BIIPOBA/DKYIOTHCS 3 METOI0 MOOYI0BU SaaS-3aCTOCYHKY;
aOcTparyBaHHs Ta y3araJlbHEHHS — ISl BH3HAYCHHS
3arajJbHOi  apXiTeKTypu  SaaS-3aCTOCYHKY;  CHHTE3
BEOTEXHONOTIH — 1 BHOOPY METOIIB KacToMizarlii
SaaS-3aCcTOCYHKIB 1 BHOODPY

NoOYJJOBH  aJITOPUTMY

METOJy KacToMi3arlii.

Pe3yabTaTH 10cii1xKeHb Ta iX 00roBopeHHs

Otxe, aHami3 JiTepaTypHUX JKEpeNT IOBiB, IO
B po0oTax, TPHCBAYEHUX KacToMizauii SaaS-cucrem,
OMHCYIOTBCA AyXe cnenuigai Metoan Moxaudikaii,
OCHOBaHI  Ha TEXHOJIOTIH,

KOHKpETHOMY  Habopi

0 € TOMHJIKOBHM 1 HE MOXe MacmTa0yBaTHUC
Ha Oynb-skuil SaaS. Takox Hemae mijicHOi cTpaTerii
moAo0 Kactomizamii SaaS-3acTOCyHKIB, sika mepemdadana
0 cydacHi ¥ pi3HOOIUHI Meromum s Moamikaiii.
OkpeMmy yBary HEOOXiZHO NPUIUTATH KacToMizarii
inTepdeiicy SaaS, OCKUIBKM 1€ BaXJIUBHH AacIeKT
s moaugikamii SaaS mig moTpedu OKpeMHX KIIEHTIB
KOMIIaHii, sikuid OyB ymymeHui y sraqannx poborax.
Mera craTTi — BU3HAUEHHS IUIICHOI CTpaTerii
kactomizamii SaaS-cuctem. J{jst TOCSTHEHHS MOCTAaBICHOT
METH TOTPIOHO BUKOHATH TaKi 3aBAAHHA: MPOAHANI3yBaTH
Cy4acHI MiAXOIM HIONO apXiTeKTypH SaaS-3aCTOCYHKIB;
BU3HAYUTH OCHOBHI METOAM KacTOMi3allil AJs CydacHHX
SaaS-3acTocyHKiB; jmocimimuTH Ta 0o0patM  crocid
Momudikarii iHTepdeiicy SaaS-3aCTOCYHKIB; Ha MiICTaBi
MPOBE/ICHOTO JOCTI/PKCHHS BU3HAYUTH IUTICHY CTpPATErito

KacToMizaii SaaS-3acTOCyHKIB.

Marepianu i MeToau

MeToI0I0TIYHOI0  OCHOBOIO  POoOOTHM €  Taki

METOAM HAYKOBOTO JIOCHI/DKEHHS: aHali3 1 CHHTe3

CyuacHa apxiTekTypa SaaS-3aCTOCYHKIB € CKIJIATHOIO
Ta KOMIUIEKCHOIO, III0 MiATBEPIDKY€EThCs crarTsimu [11, 12],
OCKIJIBKM BITPOBa/DKEHHSI Cy4YacHHX SaaS-3aCTOCYHKIB
CYIPOBOJIXKYETHCS TAKUMHU TPYAHOLIAMHU:

— 3a0e3meueHHs BUCOKOTO pIiBHA O€3meKd Ui
30epekeHHs KOH(DIAEHIIIMHOCTI Ta IUTICHOCTI JaHHX
KOPHCTYBAaYiB;

— 3a0e3neuyeHHs] e(EKTHBHOTO MaclITa0yBaHHS,
00 3aCTOCYHOK MII' BHUTPUMATH 3POCTaHHS 0O0cCATY
KOpHCTYBauiB i Oi3Hecy;

— peamizamis 3pyYHHX IHTETpamii 3 IHIIAMHA
cUCTeMaMH  Ta  NOCIyraMd Uil TIOKpalleHHs
(YHKIIOHATBHOCTI;

— PO3pOoOJICHHS ~ MEXaHi3MIB  BiMOBOCTIHKOCTI

JUIsl 3a0€3Me4eHHs HENepepBHOCTI POOOTH 3aCTOCYHKY
B YMOBaxX MOXITUBHUX 300iB;

— edexTUBHE KepyBaHHs BUTPaTaMH Ta ONTHMI3allis
BUKOPHCTAHHSI PECyPCiB ISl 3a0e3MneueHHs epeKTHBHOCTI
Oi3HEC-MOJIei;

— 3a0e3neyeHHs HIBUIIKOTO PO3pOOICHHS
Ta BIPOBAKCHHS HOBOTO ()YHKIIOHANY JJIs BiIIOBIII
Ha MIHJIHBI TOTPEOU PUHKY.

OTXe, pO3MIITHEMO  JETATBHO  IAXOOH, IO
3aCTOCOBYIOTBCS B CYYacHil apxiTeKTypi SaaS-3aCTOCYHKIB.

Binpmricts yemimHanx SaaS-3acTOCYHKIB, HAPHUKIIA
Netflix, Twitter, Slack, BUKOPHCTOBYIOTh MIKPOCEpPBICHY
apXiTeKTypy, IO € JOCTaTHBO ePEeKTUBHOIO. [HyUKiCTH
i MacmTaOOBaHICTh €  KIIOYOBUMH  IIepeBaraMu
Saas.

Koxxen wmikpocepBic Moxe (QyHKIIOHYBaTH HE3aJIeIKHO,

MIKpPOCEpBICHOI ~ apXiTeKTypH B  KOHTEKCTI

IO J]a€ 3MOTY PO3pOOHMKAM €(EKTUBHO BIIPOBAKYBATH
HOBUH (yHKIIOHaN Ta MaciTabyBaTH OKpeMi YacTHHH
CHCTeMHU KOpPHUCTYBaYiB.

BIMOBIMHO OO0  TOTpeO

Hesanexuicte Ta  i30I(ist  MIKPOCEPBICIB  CTae
BAXIIMBOKO ocoOmuBicTI0 s SaaS. lle mae 3mory
3a0e3MeUYNTH BHCOKHI pPIBEHb 130JSMil MK PISHUMH
(YHKI[IOHATBHUME YaCTHHAMU CUCTEMH, 1[0 BaXKJIUBO
TS 3a0e3edeHHs] 0e3nmekn Ta KOH(IASHIIHHOCTI TaHuX
MOXIHBICTh  IIBUJIKO

KOpPICTyBa‘IiB. po3ropratu
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Ta OHOBIIIOBATH OKpeMi MiKpocepBicn ©e3 BILIHBY
Ha IHIII KOMIIOHEHTH CHCTEMH € BaXIIMBHM acleKTOM
IUTS  peawi3amii THYYKHX METOMOJIOTIH po3poOIeHHS
SaaS-
3acTocyHkax. OTHaK MOMpH BCi IepeBard MikpocepBicHa

Ta BIPOB/KEHHS HOBOro (yHKIiOHANy B

apxiTeKTypa CTHKA€ThC 3 BUKIHMKamMH. CKIAIHICTh
yIpaBiiHHSA OaraTbMa MiKpocepBicaMH Ta iX KOOpAWHAILIS
MOXE BHSBUTUCS HENPOCTHM 3aBJaHHSIM, OCOOJIHBO
BEIUKHX SaasS-

B po3poONeHHI Ta eKCIUTyaTarlii

3aCTOCYHKIB. Ba)<JIMBO BpaxoByBaTH 301IbIIEHI BUTPATH

Ha iH]pacTpyKTypy
MIKpOCEpBICiB, OCOOJIHMBO 32 YMOBH BEJIHKOI KiJIBKOCTI

yepe3 MIATPUMKY OaraTbox
KOpHUCTyBadiB Ta omepariif. CKIagHiCTh TECTYBaHHS Ta

BIJUIaTO/DKEHHSI  MOXXE  CIPUYMHUTH  PO3IOIITICHUIN

XapakTep MIKpPOCepBiciB, M0 TOTpedye peTenTsHOro
TUIAHYBaHHS Ta BIPOBA/PKEHHS BIMOBILAHMX 1HCTPYMEHTIB
JUTS 3a0€e31eUeHHS SIKOCT1 3aCTOCYHKY.

Oxpim 1bOTO, CydacHi SaaS-3acToCyHKH
BUKOPHUCTOBYIOTh apxiTektypy multi-tenant [13, 14].
3a3HaueHa apxIiTeKTypa € KIIOYOBOK JUIsl peatizarii
SaaS-3aCTOCYHKIB, OCKUIBKH BOHA Ja€ 3MOTY e(EeKTHBHO
Gararo OJTHIH
iHQpacTpyKTYpi Ta
3abe3nedeHHi. Y multi-tenant iH}pacTpyKTypHI pecypcu

00cCITyroByBaTH KOpUCTYBaJiB  Ha

i Tt camiit MIPOTPaMHOMY

BUKOPHUCTOBYIOTbCS ~ CIUIBHO, aie BOJHOYAC JaHi

KOpUCTyBa4ya 1i30JbOBaHi. Takui MiOXiJ JO3BOJISIE

SeKOHOMHTH PEeCypcCH,

3aCTOCOBYIOTB CIUIbHY 1H(PPACTPYKTYpY Ta 0OCITyrOBYIOTBCS
OJTHIEI0 BepCi€ero TIPOTPAMHOTO 3a0e3IeveHHs.

OCKUTBKH ~ Pi3HI KOpPHUCTYBadi

Jlns nmocrayanbHUKIB SaaS 11e 03HAYaE, 0 BOHU MOXKYTh
3a0e3neunT OUThII eEeKTHBHE BHUKOPHCTAaHHSA PECypCiB
1 3MEHIIWTH 3arajibHi BUTPAaTH Ha YTPUMAaHHS CHUCTEMH
Ta 30UThIMTH TPUOYTKH. TakoX, OCKUIBKH B Takid
apxiTeKTypi  BHKOPHUCTOBYETHCS ~ OJMH  €K3EMIUIIp
MPOTPAMHOTO 3a0e3MeUeHHs, II¢ MOJETIIyE YIPaBIiHHI
Ta OHOBJIEHHA cucrteMu. IlocTauansHuku SaaS MOXyThb
e(eKTUBHO BIIPOBAKyBAaTH HOBI Bepcii Ta (yHKIIIOHAT,
HE MIPUIHHAI0YM pOoOOTY 1HIIMX KOPUCTYBayiB.

Ilin dwac cTBOpeHHS MeTOHiB  Momudikarii
HeoOximHO OpaTW 10 yBard Te, IO OJHA i Ta cama
iHppacTpykTypa SaaS-3aCTOCYHKY BHKOPHUCTOBYETHCS
OJTHOYACHO 0311440 KOPUCTYBaviB, a TOMY Moau(ikarii
iHppaCTPyKTYypH

KacTomizauii €

Ha piBHI SaaS-3acTOCYHKY — IUIA

JIOCSITHEHHS HEMOXJIMBUMH 200
3aHAATO CKJIATHUMHU Ui peanizamii. A oTxke, Oynb-ska
mojudikamiss ~ Mae  BigOyBaTHCS — 1M03a  piBHEM
iHQPaCTPYKTYpH SaaS-3aCTOCYHKY.

Takox y

po3po0IeHHI SaaS-3acTOCYHKIB

BUKOPHUCTOBYIOTh TEXHOJOTIl cloud-native, OCKiTbKA

BIIPOBAPKEHHSI XMapHUX CepBiciB (30kpema AWS, Azure,

Google Cloud) mae qucenbHi miepeBaru sl po3poOIeHHS
Ta ekciuiyatamii SaaS-3actocyHkiB. Po3risHeMo neski
3 HUX OLIBII JETAIBHO.

XmapHi  miardpopmu

— EnactuyHicTh. ar0Th

3MOTY JIETKO 3MIHIOBaTH OOCST pECypCiB 3aJeKHO
Bin HaBaHTaxeHHsA. lle sgomomarae 30iIbLIYBaTH UM
3MEHIITYBaTH IOTYXXHICTh OOYHCICHHS Ta IHII pecypch
BIZITIOBIZIHO 110 MOTpPEO.

— MacmraboBaHicTs. XMapHi CepBiCH JAIOTh 3MOTY
e(peKTUBHO MaciTaOyBaTH 3aCTOCYHKH TOPH30HTAIBHO
a00 BepTHKAIBHO, 00 3a0€3IMeYnTH BUCOKY JOCTYITHICTh
1 IPOAYKTHBHICTB.

— T'myuxicts. XMapHi pillieHHS TOMOMAraroTh JIETKO
aJianTyBaTd KOHQIrypalio Ta napameTpu iHPpacTpyKTypH
i ToTpedr KOHKPETHOTO SaaS-3aCTOCYHKY.

— Asromartu3aris. 3ac00M aBTOMATH3AIlIT B XMapHUX
cepBicax  CHpONIYIOTH  PO3TOPTaHHSA, MOHITOPHHT,
IHTErpamnito Ta KepyBaHHsS 3aCTOCYHKaMH, IIO IOJIETIIyE
PpO3pOOICHHS Ta EKCILTyaTalliio.

— XMapHi TEXHOJOTI1 Jal0Th 3MOTY KOPUCTyBayam
OTPHMATH JOCTYN IO SaaS-3aCTOCYHKIiB i3 Oymb-sSKOTO
MicCIls CBiTy, ae € inTepHet. lle poOuTh poboumii mporec
OUTBII THYYKHM 1 MOOITEHIM.

— BincyTtHicTh mOTpeOH B iHBECTYBaHHI y BJIACHY
amapatypy Ta iHQpacTpyKTypy [OlOMara€ 3HU3UTH
BUTpAaTH Ha CTBOPEHHS Ta YTPUMaHHA iHPPacTPyKTypH.

— XMapHi [OCIYrH JaroTh 3MOIY  LIBHJAKO
BIIPOBA/KYBAaTH HOBI BepCil 3aCTOCYHKIB 1 BHOCHTH
3MiHH B peaIbHOMY Yaci.

Bapro npuainut 0coOMUBY yBary po3mOIiTy
PUHKY XMapHHUX CEepBiCiB Mi’K OCHOBHHUMH TIpOBaiiiepamMu
3a3HadeHux mociyr. [Hdopmanis npo posmoxin [15]
TOAAETHCA B TaOM. 1. AHaMi3yI0uM MOKA3HUKH 3 PO3IOILTY
PUHKY MDK pI3HHUMH IpOBaigepamMu, MOXXEMO [iiTh
BHCHOBKY, IO METOAM KacToMmizamii MaioTe OyTH
cloud-agnostic, T00TO HE TpPHB’SI3yBaTHCS 1O TCBHOI
myOmigHoi XMapu. AGO SKIIO i po3polisiT crerudiaHIH
JUT TyOiYHOT XMapu MeToj] Moau(ikaiii, TO I[e MalTh
OyTH HaWOUTBINI TpaBmi Ha pHHKY, a came AWS,
GCP, Azure, mo0 TOKPUTH HAKOUIBIIY OJIO PUHKY
i3  HallMEHIIMMH  BUTpaTaMH Ha  PO3POOIICHHS
Ta MATPUMKY TaKHX METOJIIB.

Tenep, koMM MM TOJAJIM KIIOYOBI  EJIEMEHTH
apxiTekrypu back-end SaaS-3aCTOCYHKIB, HEOOXITHO
TaKOoXX PO3TIIIHYTH apXiTeKTypy front-end.

SaaS-Moznens cTajga MOXIIHMBA 3aBASKH aKTHBHOMY
PO3BUTKY BEOTEXHOJIOTIH, IO JAlOTh 3MOTY 3aBAaHTAXUTU
KOpHCTyBayaM 3aCTOCYHOK Oe3mocepeiHbo y BeOOpaysep
0e3 HEOOXiNHOCTI BCTaHOBIIOBATH OYIb-IIIO HAa CBiit

NEePCOHAILHUN KOMIT'FOTEp YM MOOIJIBHUI TPHCTPIM.
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Omxe, TpaguUidHUNA SaaS-3aCTOCYHOK OCHOBaHWHA came
Ha BeOTexHOJOTIT JUIsl peanisamii front-end, TOOTO

KIIIEHTCBKOI YaCTHHU 3aCTOCYHKY.

Tabauust 1. Posnodin punky mixc nposatidepamu
XMapHux nociye

IIpoBaiinep xMapHux BigcoTok puHKy cTaHOM
MOCJIyr Ha 2023 p.
AWS 32
Azure 22
GCP 11
Alibaba Cloud 4
IBM Cloud 3
SalesForce 3
Oracle 2
Tencent Cloud 2

3actocyBaHHs Opay3epa mmsi gocTymy SaaS

Ma€ YHCICHHI IlepeBark, IO CIPUSIIOTh 3PYYHOCTI
Ta JOCTYHHOCTI Ui KopucTyBadiB. [lepemiummo mesiki
KJIFOYOBI TIPUYMHHU.

— KopuctyBaui  MOXYTh  OTpUMATH  JOCTYI
o0 SaaS-3aCTOCYHKIB y Oy/Ib-KOMY MICIIi, JIc € IHTepHET,
BHKOPHCTOBYIOUH OYIb-IKHH MPHUCTPiH 3 BeOOpay3epoM.
Ile poOuTh BHUKOPUCTAaHHA  3aCTOCYHKIB  OLIBII
3pYYHHM i MOOITEHIM.

— bpayzepuuii goctyn o SaaS poOUTH 3aCTOCYHKH
HE3AJIeKHUMH BiJI KOHKPETHOI OMNepaIiiifHol CHCTeMH.
Ile o3Hauae, MO0 KOPUCTYBadl MOXYTh 3aCTOCOBYBATH
SaaS sk Ha KOMI'IOTEpax, TaKk 1 Ha MOOUIBHHX
MIPUCTPOSIX, HE3AJISKHO Bl KOHKPETHOTO CEPEIOBHIIIA.

— KopucryBaui  MawTh ~ MUTTEBHH  JOCTYII
JI0O OHOBJICHb 1 HOBUX (YHKIilf, OCKUIBKM OHOBJIICHHS
BiZIOyBalOThCcs Ha piBHI cepBepiB SaaS, 1 He MOTPiIOHO
YyeKaTH Ha BCTAHOBJICHHS HOBHMX BEpCii Ha JOKAIBHHX
MPUCTPOSIX.

— IocravanpHukn SaaS MOXYTh 3IIHCHIOBATH
OHOBJICHHSI Ta TIOKPAIIEHHS LIEHTPaJi30BaHO Ha CBOIX
cepBepax, 3aMiCTh TOTO, MO0 BAUMAaraT# B KOPHUCTYBadiB
PEryJIIpHO BCTAHOBJIIOBATH HOBI BEPCii 3aCTOCYHKIB.

— Buxopucranus Opaysepa 1a€ 3MOTy YHUKHYTH
MOTpeOU B YCTAHOBJICHHI Ta OHOBJICHHI CIIEIiaTi30BaHOTO
KITIEHTCHKOTO TIpOrpamMHoOro 3adesneueHHs. KopucryBadam
npocTo  MOTPIOHO  BimKpuUTH Opay3ep Ta  yBIWTH
B 00ikoBHii 3amuc Saas.

JavaScript € OCHOBHOIO MOBOIO JII PO3POOJICHHS
KIIIEHTCHKOI 4YacTWHU BeD-, a oTxe, SaaS-3aCTOCYHKIB.
Bona nae 3mory po3poOHMKaM CTBOPIOBATH AMHAMIYHI
Ta iHTepakTHBHI iHTepdelicH, IO MOKPAIIyIOTh
KOPHUCTYBallbKHii J0cBig. Xoua Bci abo mnpuHalMHI

OULTBIIICTE BE03aCTOCYHKIB BHKOPUCTOBYIOTH JavaScript

UIE  TOOYMOBH  KIIIEHTCBKOI YaCTHHH, Y CyYacHIid
BeOpO3poOIli JOMiHYIOTh (peiiMmopku React, Angular,
Vue Tomo.

[onmymsapHicTe  QpeliMBOpKIB  front-end

MOJA€ThCs B Ta0u. 2 [16].

Tadsuus 2. Po3nodin punxy mixc gppetimopkamu front-end

IIpoBaiinep Bigcorok puHKy cTanoM
XMapHHX HOCIYT Ha 2023 p.

React 37

GSAP 14
Vue.js

Ju—
Ju—

Styled-components

Backbone.js

Require.js

Emotion
Angular]S
Handlebars
Stimulus

EE I S I e W o N RN e el

To6To mig yac po3poOsicHHS METOMAIB Moudikarii

iHTepdeiicy HEoOXimHO 3BaKaTW, MO KOPUCTyBadi

SaaS-3acTOCYHKIB B ieajqi MaroTh JaBaTH 3MOTY
BHUKOPHUCTOBYBaTH OyIb-sIKHi (HpeiMBOPK I KacToMizallii
BeOYacTHHHU, 100 3aJ0BUIBHHTH TOTpeOy OiLIbLIOCTI
KOpUCTYBadiB  SaaS-3aCTOCYHKiB, 0e3 HeoOXimHOCTi
HaliMaTh poO3pOOHHMKA 13 3HAHHAM OJIHI€I TEXHOJIOTII,
TIJIBKY 3apaJd KaCTOMI3allii 3aCTOCYHKY.

OTrKe BUCOKOpIBHEBA apXiTeKTypa SaaS-3aCTOCYHKY
Ma€ Taki KIFOYO0Bi eneMeHTH (puc. 1):

— MIKpocepBicH;

— apxiTekTypa multi-tenant;

— cloud-native;

— Opay3ep SK KITi€HTCbKa YaCTHHA.

Puc. 1. BucokopiBHeBa apxiTeKTypa SaaS-3aCTOCYHKY
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Jns Bubopy mertoxiB Moaudikamii SaaS-3acTOCYHKIB
1 BU3HAYCHHS LUIICHOI cTparerii kactomizamii crepiry
BH3HAYMMO TOTpedn st MoauGikarii SaaS-3acTOCYHKIB.
Taki moTpeOM MOXKYTh BHHUKATH 3 pPI3HOMaHITHUX
OPUYMH, [OB’SI3aHUX 3  OCOOJNMBUMH  BHMOT'aMH
KopucTyBadiB Ta Oi3Hec-moTpebamu. [lepemiuynmo neski
OCHOBHI MOTpeou:

— KacroMizalist Moxe OyTH HEOOXiHOI ISl TOTO,
mo6 amantyBaTd SaaS-3aCTOCYHOK 1O KOHKPETHHX
0i3Hec-TIpoIIeciB 1 MoTped Kommawii. [le Moxke mepemdavaTu
HaJAlITYBaHHS pPOOOYMX IOTOKIB, CTPYKTypH JaHHX
Ta aBTOMAaTH3aIlil 3aBJaHb,

— KOMIIaHiIi MOXYTh MAaTH BIJACHI CHCTEMH,
IHCTPYMEHTH YU CepBICH, 3 SKUMH SaaS-3aCTOCYHOK
Ma€ iHTeTpyBaTHCH;

— TIANPHEMCTBA MOXKYTh HOTpeOyBaTH ONTHUMi3awlii
KacTOMI3aIliio

pobounx mporeciB. lle mnepenbadae

3aCTOCYHKY JUISi TIOJNETIICHHS BHKOHAHHS 3aB/aHb
Ta MiIBUIIEHHS MPOIYKTUBHOCTI;

— KOpHCTyBaudi MOXYTh MaTH Pi3Hi BIIOJJOOaHHS Ta
motpebu. Momudikarmis iHTEepdeiicy, (HyHKIIOHATEHOCTI
a00 HaNAIITYBaHb Ja€ 3MOTY KOPUCTyBadaM aJlalTyBaTH
3aCTOCYHOK JI0 CBOiX BIIAaCHHX ITOTPed i CTaHAapTiB.

dyHnamMeHTaIbHUM
SaaS

nigxony API-first 'y po3pobneHHi SaaS-3acTOCYHKY.

miaxomoM y  moOymoBi

KacTOMi30BaHOIO BB2)KAEMO  BUKOPHUCTAHHS
Minxin API-first nepenbadae, Mo AU3alH 1 PO3POOICHHS
API  (inTepdeiicy

BU3HAYA€ThCS Ta BIIPOBADKYETHCA IEPEN CTBOPEHHSIM

NpOrpaMyBaHHSl  3aCTOCYHKIB)
IHIIUX YacTMH 3acTocyHKy. Lle#l miaxim mae nexijbka
mepeBar, 0CoOOIMBO s SaaS-POAYKTIB, alle B KOHTEKCTI
KacToMizamii SaaS-3aCTOCYHKIB JIi HAC BaXJIMBO,
IO 30CEepeKeHHS Ha po3pobieHHi API cupusie 3pydHiit
BHYTpIIIHIM  iHTerpamii MDK pI3HUMH  YacTHHaAMH
cucteMr. OTHOYACHO 1€ TAKOX ITOJIETIIY€E 3a0€3IeICHHS
30BHILIHBOT IHTErpail 15 HIIHMX CEpBICIB 1 PO3POOHUKIB.

HasBuicte API B SaaS-3acTOCYHKY [nae 3MOry
Horo KIlieHTaM BHKOPUCTOBYBatu API s xacromizarii
TaKUMH CTIOcO0aMu:

— KOpHCTyBaui MOXYTb 3acTocoByBaTH API
Uit iHTerpanii SaaS-3aCTOCYHKY 31 CBOIMH BIIACHHMU
JIAHUMH Y1 1HITUMHU CUCTEMaMU;

— API MoXe BHKOPHCTOBYBATHCS ISl BHECCHHS
BJIAacHOI Oi3HEC-JIOTIKM 4YM aBTOMaru3alii B poOoui
MMOTOKH SaaS-3aCTOCYHKY;

— 3a jornoMorow AP/ MO)XHa CTBOPIOBAaTH BJIACHI
3BITH Ta AaHANITHYHI IHCTPYMEHTH, BHUKOPHUCTOBYIOUHU
JlaHi, 110 Hajae SaaS-3aCTOCYHOK.

Hdus  po3pobrnenHs myOmigHOro APl HEoOXigHO

Opati 1m0 yBaru, mo API Mae OyTH HE3aISHKHUM

BiZl MOBH NpOTPaMyBaHHS YHM TEXHOJIOTIYHOIO CTEKY,
SIKUM TIOCIIyTOBYIOTBCSl KJII€HTH, 100 TapaHTyBaTu
MOJJIMBICTB iHTeTpamii 3 AP/ s KOXKHOTO KOPUCTyBada
SaaS-3acrocynky. REST API [17] € Haiikpaium BUOOpoM
JUTA peaizamii myOmigHoro API, OCKITBKU:

— REST (Representational State

mpocTuid i

Transfer) —

JEeTKHA  JUI1  PO3YMIHHS  CTaHAApT.
Bin BukopucroBye crangaptHi HTTP-meromu (GET,
POST, PUT, DELETE) ta OCHOBaHWI Ha CTaHAApTi
pecypciB (pecypcH, 110 MOXKYTh OYTH TOJaHi Ta 3MiHEHi
3a gomomoror URI);

— REST — craHmapT [uis B3aeMOIii B Mepexi
IaTeprer, i#oro migTpmmka BOymOBaHAa Yy OiNBIIICTH
Cy4acCHHX TEXHOJOrii Ta 0i0mioTek. lle podOuth MHoro
JIETKO IHTETPOBAaHUM 1 JOCTYITHUM IJIS Pi3HUX Miatdopm

1 MOB ITpOTpaMyBaHHS;

— REST APl upupomHo  IiHTErpyeThCs 3
apxiTekTyporo BeO3acTocyHkiB. KopuctyBadi MOXKyTb
nerko B3aemomiitu 3 REST API 3 1OIOMOTOIO

CTaHIApTHHUX BeOOpay3epiB, IO POOUTH HOTO JOCTYITHUM

JUTSA BEJIUKO1 ayAUTOpii.
OxpiMm AP,

mpoOiieMy BiACTeXKYBaHHS Ta pearyBaHHA Ha MOMil

TAKOXX  HEOOXiTHO  BUPILIMTH
B SaaS-3acTOCYHKY, OCKUIBKM I1e 0a3oBa morpeba B pasi

peamizamii  Oymb-skoi Oi3HEC-JIOTIKH B  3aCTOCYHKY.
3BaXkarouM, M0 BUKOPUCTAHHS IHPPACTPYKTYPHUX 3MiH
HE MOXJIMBE 3 TPHYUH, ONMHCAHUX BHWIIE, HEOOXITHO
3HAWTH MiAXin, sSKU OW JaB 3MOTY OTpUMYBAaTH IOJIT
i3 SaaS-cuctemMu He3aleXHO BiJ TEBHOI IyOIidHOT
XMapu, Opokepa HoAil 4u iHYPacTPyKTYpH.

IIpoanamnizyBaBIIM MOXKIIHBI OMIIil, TIMIIITH BUCHOBKY,
[0 HaWKpamUuM BapiaHTOM JUIsl peaii3amii MiJAmuCKu
Ha mofiii B SaaS-3acTocyHKy € webhook [18] — MexaHizM,
SIKUA Jae 3MOry OJHIH cucTemi (4acto BeOcepBepy)
aBTOMATHYHO HAICWIATHA IaHi a00 MOBIHOMIICHHS IHIIIA
CHCTeMi 3a YMOBHM BWHHMKHEHHs sKoich mnofii. Komm
B CHCTEMi, IO TiATpUMYye BeOXYKH, BigOyBaeThCs
NeBHA TMOJist, BoHa Hajacwiae HTTP-3amur (3a3BUyaii
POST-3annT) iHIIiH cucTeMi 3a TIONIEPEeAHBO BU3HAUCHIM
URL. OcHOBHI BIacTUBOCTI BEOXYKIB:

— JIOTIOMAraroTh CHCTEMaM B3a€EMOJISTH aCHHXPOHHO.
3aMicTh TOro 100 MOCTIHHO 3aIMUTYBATH 1HINY CHCTEMY
IIPO OHOBJIEHHS, CHCTEMa OTPUMYE TOBITOMIICHHS TIIBKH
TOJIi, KOJIM BiOYBAETHCS TICBHA TOJIis;

— 1X BUKOPHCTOBYIOTb JUISl pearyBaHHs Ha KOHKPETHI
nonii B cucremi. Hanpukman, BeOXyk Moxe OyTH
3aCTOCOBAHMH /IS TOBIJOMJICHHS IIPO CTBOPEHHSI HOBOTO
KOpUCTYyBaya, 3aBEPILECHHS OIIATH YM OHOBJICHHS JAHUX;

—  CHPOILYIOTh IHTErPAIlif0 MiXK PI3SHUMH CHCTEMaMH,
nepefaloTh  JaHi  Oe3noceperHbo

OCKIJIBKM  BOHU
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Bil OTHOTO cepBepa A0 IHIIOTO B pa3i BHHUKHEHHS
MeBHOT MOJIii;

— JarTh 3MOTY OTPHUMYBATH iH(pOpMamio Maibke
B peanbHOMY 4aci. Lle 0coOMMBO Ba)ITMBO Uil CHUCTEM,
Jie TIOTPiOHO HEeralHO pearyBaTH Ha MOIi;

— JIONIOMAararpTh peali3yBaTH Oyab-SKOI0 MOBOIO
NpOrpaMyBaHHs YH Ha CTEKY TEXHOJIOTIH 5K JUTs cepBepa,
TaK 1 KJI€HTA.

Pearizarist HamiifHOTO ¥ MAcIITA0OBAHOTO MEXaHI3MY
HEOOXiTHO  JeTalbHO

BEOXYKIB € THUTaHHSIM, LIO

pO3IIAHYTH  OKpeMo. 3a3HadeHa  peaiizamii  Mae
BIAIIOBiATH TAKUM BUMOTAM:

— TpoIec MiAMMCaHHA Ha BeOXykH Mae OyTu
JOCTYHHUM 3 noroMoroto APl a6o Ul. Takox mae Oytu
MOJJIMBICTE KOH(ITYpYBaTH KOXXKHY OKpEMY MiAIHACKY
Ha Te, SKi MO/il MH XOYeMO OTPHMATH;

— JocTaBKa Tofiil 10 BeOXyka Mae OyTH HaIiiHOIO,
1 HEOOXI1/THA CTpaTeTis JIsl TOBTOPEHHS CIPOO TOCTABKH,
SIKIIIO cepBic BeOXyka OyB THMYACOBO HE JTOCSKHHUIA;

— iHTepdeiic SaaS-3acTOCYHKY Mae TaBaTH 3MOTY
MepersAaTH iCTOPIIo BiAPaBIIeHb MOAIN 10 BEOXYKIB.

Sk Bxe 3a3Hayajocs BWINE, IS KacToMizamii
iHTepdeiicy HeoOXiTHO BU3HAYUTH TaKUHA METO/, SIKUIl O1
JlaB 3MOTY BHUKOPHCTOBYBaTH OyIb-siKuil (peiiMBOpK
s kKactoMizamii. Cepen HasBHHX — MOXKIIHMBOCTEH
BeOOpay3epa € JIUIIe OJWH IHCTPYMEHT, 110 33JJOBOJIEHSIE
taki norpedbu. Lle Inline Frame, abo mpocro iframe, —
HTML-rer,

nokymenT HTML y mnorouHud npokymeHnt. Lleit Ter

SKWi JormoMarae BOYJOBYBAaTH  iHIIUI
€ YacTMHOI BEOPO3MITKM ¥ BHKOPUCTOBYETHCS JIJIS
CTBOPCHHS BKJIAZICHUX BIKOH ((peiMiB), IO MOXYTh
MaTH BMICT 1HIIIOTO Pecypcy abo CTOPIHKH.

TobTo mms peamizamii kactowmizarmii iHTEepdeiicy
MPOIIOHYEThCS  3aCTOCOBYBATH BOYJIOBaHI BEOCTOPIHKH.
OTXe, KOPUCTYBaY, AKAN X0Ue KacTOMi3yBaTH iHTepderc
3aCTOCYHKY, MOK€ 3pOOMTH 1€, 3aCTOCOBYIOUH OY/Ib-SIKHI
(peiimBopk. [ mporo HeoOXimHO Oyae oOmamTyBaTH
XOCTHHT BEOCTOPIHKH, SIKM MiJKITI0OYaTUMEThCA B iframe.

He#t migxim MOXXHA TIOEAHYBATH 13 MIXOAOM
API-first, ockibku BeOCTOpiHKA, 3aBAaHTAXCHA B iframe,
Ma€ 3MOTy BHUKOPUCTOBYBaTH myOmiune APl SaaS-
3aCTOCYHKY JUIS BUKOHAHHs Oi3Hec-(QyHKIiH TOIIO.
Ane mo0 Takwii MiAXiJ TpamroBaB, BEOCTOpPiHKA,
3aBaHTa)XeHa B iframe, Mae aBTOpU3yBaTHCS i3 SaaS-
Be03aCTOCYHKOM Ta OTpHMAaTH HeoOXimHy iH(popMariro
npo KoH(irypauiro Tomo. s BupinieHHs wiel npobiemu
MPOIOHYETHCS. BUKOPUCTOBYBaTH CTaHIapTHUUM APl
BeOOpay3epa, 10 YMOXIIHUBIIIOE CIUIKYBaHHS OCHOBHOT
BeOcTopiHkM 3 BOymoBaHOIO. BeOcTopiHka, 3aBaHTakeHa

B iframe, 30aTHa TPOCIyXOBYBAaTH IIOBIJOMJICHHS,

BiIIPaBJICHI OCHOBHOIO CTOPIHKOIO, BUKOPHUCTOBYIOUH
miAMUMcKy Ha moxii B o0’ekra window, 1 HaacHiIaTH
TOBIIOMJICHHSI ~ OCHOBHIMl ~ CTOpIHII, 3aCTOCOBYIOUH
MeToa postMessage. BoaHouac aHaJIOTiUHI dii MOXe
[0/10

3aBaHTKEHHS CTOPIHKH

BUKOHYBAaTH OCHOBHAa CTOpiHKa BOyzmoBaHOI

B iframe. Tak, mig dac

MOXJIMBE BUKOHAaHHS IiHiMiamizamii Ta  mepemadi
KoH(irypauii Ta HeoOXiHOT aBTOpH3aLiitHOT iHpOpMalii
J10 BOYIOBaHOI CTOPIHKH.

OTXe, BHCOKOPIBHEBA apxiTEKTypa, IO 300paxye
BCl TPH PO3MYISIHYTI METOIM KacToMizawii SaaS-3acTOCyHKIB,
nogaHa Ha puc. 2. BucokopiBHeBa apxiTekTypa
BimoOpaxkae Taki eIeMEHTH:

— Client, Static Hosting for iframe — XOCTHHT,
oo MicTuTh craThyHi ¢afinmn, HeoOximi ams poboth
BEOCTOpIHKH, SIKy 3aBaHTaXylOTb B iframe  aus
KacToMizarii iHTepdeiicy;

— Client Web Server — back-end,

o0 MICTHTh Oi3HEC-JIOTIKY, AKy XO4YyTh peaji3yBaTu

cepBic

kimieHTH  SaaS-3actocyHky. Lleit BeOcepBep oTpumye
BeOXyK moBimomieHHS Bin SaaS Webhook Delivery
Servers Ta pearye Ha monuii. BomgHouac 1eit BeGcepsep
BHUKOpHUCTOBYE SaaS API nns peanizamii 6Gi3HEC-T0TIKH;

— SaaS Webhook Delivery Servers — cepBepu
back-end SaaS-3acTocyHKy, BiAIIOBimanbHI 32 JOCTaBKY
TMOBiJJOMJICHB JI0 BEOXYKIB;

— SaaS API — cepBepu back-end SaaS-3acToCyHKY,
BiJNMOBiaNBHI 3a peamizanito myomiuHoro APl SaaS-
3aCTOCYHKY.

Puc. 2. Meroau kacromizanii SaaS-3acTocyHKIB

Tako sl OPUAHATTS PIIEHHS 1[0J0 TOTO, KOJU
Ta SKAHA caMe METOA KacToMisamii 3 TpbOX OOpaHuX
HEO00X1THO po3po0bieHo

BUKOPHCTOBYBaTH,  OyJIo

CHEIiaJIbHAN anropuT™ (puc. 3).
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Puc. 3. Anroput™ BUOOPY METOIIB I KacToMi3amii
SaaS-3acTOCyHKY

BucHOBKY il IepCeKTHBH NOJATBIIOT0 PO3BUTKY

[lix gac mocmimpKeHHsT PO3POOIICHO HUTICHY KOHIIETIIIIO

KacTomizauii  SaaS-3acrocyHkiB. 3a  pe3yibTaramu
poboTH MO>KHA 3pOOUTH TaKi BUCHOBKH:

— aHa;i3 JpKepes JOBIB, IO MpoliieMa KacToMi3arrii
SaaS-3aCTOCYHKIB € aKTyallbHOIO;
SaaS-3acTocyHKIB

— CcydacHa apxiTekTypa

€ KOMIUICKCHOIO Ta OyIyeThcs Ha MIKpOCepBicHil

Cnucok aitepatypu

1. Michael J. Kavis
(SaaS, PaaS, and

Architecting  the
[aaS):

Cloud Design
Wiley, 2014.

apxiTekTypi, migxonmi  multi-tenant,  BUKOPHCTaHHI
XMapHHUX TEXHOJIOTiH Ta BeOOpay3epa;

— MeTomm KacTomizamii SaaS-3aCTOCYHKIB MaroTh
PO3pPOOJISTHCA HE3aIeKHO BiX TMEBHOTO TEXHOJIOTTYHO
CTEeKY, MO0 3aHOBUIHPHUTH MOTPEOM OUTBIIOCTI YU BCIX
KOpUCTYBaviB SaaS-3aCTOCYHKY B KaCTOMi3allil;

— migxig APlfirst €

mo0y10Bi

(byHIaMeHTambHUM Y
SaasS,
po3po0IeHHsS

KacTOMI30BaHOTO OCKIJIBKM  BIH

(byHOaMEeHTANBHUN I OyIb-gKOi
aBTOMAaTH3AIlil YK Oi3HEC-TTOTIKH;

— BeOXYyKHM € HaWKpaIoK OIIIE A peamizamii
MIJMUCKA Ha MOil, 110 Bi0YBalOThCS B SaaS-3aCTOCYHKY
HE3aJIeKHO BiJl TEXHOJIOTTYHOTO CTEKY;

— Iframe € HaWKpaIIOK0 OIIE0 I peatizamii
KacroMizamii iHTepdeiicy Be03aCTOCYHKY, OCKUIBKH
YMOJKJIMBIIIOE BUKOPHUCTaHHS Oyab-sikoro (peimMdopky
UL TOOYIOBH iHTEpdeEiCy.

Jlns meMoHCTpallii BCiX TPHOX OMIiNA po3poOICHO
BHCOKOPIBHEBY Jiarpamy, Mo 300pa)xye BHKOPHUCTAHHS
TPpOX METOAIB KacToMizamii, a

TaKOK  CTBOPCHO

anropuT™M BUOOpY MeETOQy KacToMisamii. 3a3HadeHa
CTpaTerisi KacTtomizaiii SaaS-3aCTOCYHKIB J1a€ 3MOTY
BUKOHYBAaTH KacTOMI3amil0 HE3aIeXHO BiI TEBHOTO
TEXHOJIOTIYHOTO CTEKy U, OKpiM peamizamii 0i3Hec-
JIOTiKM, TaKOX TIOKpHBae Monudikamio inTepdeicy
3aBJISIKM BUKOPHUCTAHHIO iframe.

J1J1st MOATBIIOTO PO3BUTKY MOCTABICHOTO 3aB/IaHHS
HEOOXiTHO PO3TIITHYTH MiTXOMAH, SKi O YMOMXKIIUBITFOBAIU
KacroMizamito moBeminku APl SaaS-3actocyHKy 06e3
3MIHM KOJy 4M 1HQPacTpykTypH SaaS-3aCTOCYHKY, a
MacITaboBaHMHA

TaKo)X CIPOEKTYBAaTH HAmiMHUN 1

MeXaHi3M BeOXYKiB.
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ANALYSIS AND SELECTION OF METHODS
FOR CUSTOMIZING SAAS SOLUTIONS BUILT USING CLOUD-NATIVE TECHNOLOGIES

The subject of the study is the methods of customization of SaaS solutions. The purpose of the article is to determine a holistic
strategy for customizing SaaS solutions developed using cloud-native technologies. Objectives: to analyze modern approaches to the
architecture of SaaS applications; to identify the main methods of customization for modern SaaS applications; to investigate and
establish a method for customizing the interface of SaaS applications; based on the study, to determine a comprehensive strategy for
customizing SaaS applications. The following methods are implemented: analysis and synthesis — to study the technologies that are
used to build SaaS applications; abstraction and generalization — to determine the overall architecture of the SaaS application;
synthesis of web technologies — to select methods of customization of SaaS applications and build an algorithm for selecting
a customization method. Results achieved: the modern architecture of SaaS applications is studied; methods of customization
of SaaS$ applications are selected, and a holistic strategy for customization of SaaS applications is defined; a method for modifying
the interface of SaaS applications is determined, which allows customization of the web interface of a SaaS application regardless of
the specific front-end framework. Conclusions: modern architecture of SaaS applications is complex and based on microservice
architecture, multi-tenant approach, cloud technologies and web browser; methods of customization of SaaS applications should be
developed independently of certain technology stacks to meet the customization needs of most or all users of SaaS applications;
the API-first approach is fundamental in building a customized SaasS, as it is the basis for creating any automation or related business
logic; webhooks are the best option for implementing subscriptions to events occurring in a SaaS application, regardless of the
technology stack; a defined strategy for customizing SaaS applications allows customization regardless of a particular technology
stack and, in addition to implementing business logic, also covers interface modifications.
Keywords: SaaS; customization; web; webhooks, Iframe, API-first.
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INTEGRATING ANALYTICAL STATISTICAL MODELS,
SEQUENTIAL PATTERN MINING, AND FUZZY SET THEORY
FOR ADVANCED MOBILE APP RELIABILITY ASSESSMENT

The study presents a new method for evaluating the reliability of mobile applications using the Corcoran model. This model includes
several aspects of reliability, including performance, reliability, availability, scalability, security, usability, and testability.
The Corcoran model can be applied to evaluate mobile applications by analysing key reliability metrics. Using the model significantly
improves the reliability assessment of applications compared to traditional methods, which are primarily focused on desktop and
server configurations. The aim of the study is to offer a more optimised approach to evaluating the reliability of mobile applications.
The paper examines the problems faced by mobile app developers. This study represents a new application of the Corcoran model
in evaluating the reliability of mobile applications. This model is characterised by an emphasis on the use of quantitative statistics
and the ability to provide an accurate estimate of the probability of failure without any inaccuracies, which distinguishes this model
from other software reliability models. The paper suggests using a combination of analytical statistical models, data extraction
methods such as sequential pattern analysis, and fuzzy set theory to implement the Corcoran model. The application of the
methodology is demonstrated by studying software error reports and conducting a comprehensive statistical analysis of them.
To improve the results of future research, the paper suggests making more extensive use of the Corcoran model in various
mobile applications and environments. It is recommended to change the model to take into account the constantly changing
characteristics of mobile applications and their increasing complexity. In addition, it is advisable to conduct additional research
to improve the data mining methods used in the model and explore the possibility of integrating artificial intelligence for more
advanced software reliability analysis. Applying the Corcoran model to the mobile app development process to evaluate reliability
can significantly improve the quality of applications, leading to increased customer satisfaction and trust in mobile apps.
This model can serve as a guide for developers and companies to evaluate and improve their applications, driving innovation
and continuous improvement in the competitive mobile app sector.
Keywords: mobile application; software development; reliability assessmen; the Corcoran model.

Introduction

The term "software reliability" refers to the degree
to which the procedures of the software development life
cycle (SDLC) can be managed and controlled to produce
reliable programs. This metric will be used until the
conditions for completing the testing procedure are met.
In addition, software reliability helps to maintain and predict
the correctness of the software [1]. Software reliability
engineering was developed to evaluate and quantify
software quality. It demonstrates the fault-free operation
of a program [2, 3]. Software reliability models are constantly
being improved by both researchers and practitioners.

The following factors make it difficult to assess and
predict the stability of a mobile application. First, mobile
environments differ from traditional desktop computers
and servers. Secondly, new forms of deficiencies are
generated by the introduction of functionality and
characteristics specific to the mobile context, such as
energy, network, incompatibility, modified and restricted
interface  (GUI),
notifications [4]. Third, there is a wide variety of mobile

graphical user interruptions, and

platforms and hardware capabilities. Fourth, due to
consumer demand, the development of mobile applications
has accelerated, and the functionality of mobile
applications has become more complex [5]. And, of
course, mobile devices break when an app is published.
Software engineers rely primarily on problem reports
submitted by users in addition to testing.

Researchers should spend more time analyzing
software stability to determine its value for mobile apps.
More accurate results and analyses can be obtained if
software reliability testing takes into account the specifics
of mobile applications.

Software
institutions are interested in being able to predict failures

engineers, enterprises, and research
in mobile applications. Thus, we propose to evaluate the
reliability of mobile applications based on bug reports

and generate more accurate results.

Literature review

We identified several studies and systematic literature
reviews (SLRs) related to software reliability [4, 5—8].
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Several studies and literature reviews
found [9, 10—13] that focused on software dependency.

However, none of these studies specifically addressed

were

the current state of mobile application reliability; rather,
they all focused on traditional software. In order to
determine what is the most up-to-date research in
software reliability, Singhal [14] conducted a SLR
analysis that included materials released before 2011.
Ten years ago, when the widespread use of mobile
applications was just beginning, this was the case.
The study categorized 141 publications based on the
research question, methodology (e.g., survey, theory),
and environment (e.g., academic, industrial). Since the
information available at the time was not sufficient to
validity, the
additional industrial research. Due to the lack of

prove industrial study recommended

standardized usage of words related to software
reliability, the authors emphasized the importance of
manual searching to find relevant material on the topic.

In their analysis of the literature from 1990 to 2010,
Shahrokhni and Feldt [15] focused on software resilience,
which is described as a reliability characteristic in various
standards such as IEEE-STD 610.12-1990. For this study,
the authors analyzed and classified 144 articles according
to the following criteria: type of study (e.g., evaluation,
experience report), contribution (e.g., tool, metrics),
type of evaluation (e.g., academic, industrial), and
development stage (e.g., requirements, design, and
implementation). The lack of research on identifying
and defining software sustainability requirements was
the largest gap identified in the study.

Most

component of reliability (invalid inputs), while others,

studies have mainly focused on one
such as unexpected events, timeouts, interruptions, and
stressful execution settings, have been completely
ignored. Febrero et al. [16] analyzed 503 articles
from 2003 to 2014 as part of their modeling of SMS
software reliability. Static and architectural reliability
models, as well as software reliability growth models,
test-based methods, Al-based

methods, and other types of reliability models were

Bayesian approaches,

divided into five groups.

Finding that many studies do not meet the
established quality requirements, the study identified
a knowledge gap. To fill this gap, the same authors
review (SLR)
on software reliability assessment using the
ISO/IEC 25000 SQuaRE quality standard for 1991-2014.

According to the results of the Ilatter study,

conducted a systematic literature

insufficient attention has been paid to adjusting quality

and reliability standards to take into account the interests
of multiple stakeholders.

They also noted that the complexity of existing
reliability models does not allow them to be used in
routine situations. Lack of agreement and different
definitions of reliability have also hindered the
development of useful models. The authors noted,
for example, that "reliability" and "fault tolerance" are
often used synonymously, despite their differences.

They were more focused on how reliability models
(e.g., ISO/IEC-25000

SQuaRE), whereas our work explores the current state of

apply reliability requirements

reliability in mobile applications. In addition, we review
research conducted over the past six years or so.
Alhazzaa and Andrews [17] performed a state-of-
the-art SMS in which they examined reliability growth
patterns that take into account the development of
software systems. They summarized the trends in terms
of year of publication, location, and nature of the study
(academic, industrial). The studies were categorized
based on the proposed approach (analytical and curve
fitting) and research style (empirical or non-empirical),
as well as the scale of the solution (type and number
of changes: one change point, multiple change points).
In addition, they used the criteria of Ali et al. [18] to
assess the reliability of empirical studies. They suggested
that researchers look for higher quality empirical studies
with closer cooperation with industry. In addition, these
authors recommended further research on the following
questions: how far into the future can these models look?
When do professionals need to change the models or
adjust their settings? All of these previous studies
(including Alhazzaa and Andrews) agree that the
solutions lacked industry validation because they were
mostly studied in an academic context without involving
or collaborating with practitioners throughout the study.

The proposed model

Thus, in order to successfully fulfill one of the main
tasks of this work — creating an integrated model for
assessing software reliability — we need to develop an
idea of which model of software reliability analysis is
most suitable for our project and how the statistical data
for this model will be obtained.

Of all the software reliability assessment models
considered, the Corcoran model was chosen as the most
suitable for use in this work. There are several reasons
for this, but the most important is the absence of the need
for additional work (e.g., introduction of artificial errors)
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and the focus of this model on the use of quantitative
statistical data about the project.

Corcoran's model is an example of an analytical
statistical model of software reliability because it does
not use test time parameters and only takes into account
the result of N tests in which Ni errors of the i -th type
are detected. The model uses variable failure probabilities
for different types of errors.

Unlike other methods of this type, the Corcoran
model estimates the probability of fault-free program
execution at the time of evaluation [19].

— The model requires knowledge of the following

indicators;
— The model contains non-static failure
probabilities for different sources of errors and,

accordingly, different probabilities of their correction;
— The model uses only such parameters as the

result of N tests in which N, errors of the i-th type
are observed;

— Detection of errors of the i-th type during N
tests occurs with probability a, .

The reliability level indicator R is calculated

by the formula:

N, &Yx(N,-1)
R=_0 L S 1
N+; Y (1)

where N, — is the number of failed (or unsuccessful)

tests performed in a series of N tests;
K —known number of error types;

Y, — probability of errors

{ i N0,

2
0 N0 o)

a, — probability of detecting errors of the i-th type
during testing.

In this model, the probability of occurrence of
a certain event is estimated based on a priori information
or statistics for the previous period of software operation.

The number of tests N; for the Corcoran formula
for an incomplete set of test reports is defined as:

R, xN,x0.6

Ni==—F—> )

t

where R, —number of reports imported to the system;

LCSuff (S, ,.T,

L.p°>Tl.gq

where line S of length p;
line 7 oflength g ;

) {LCSu}j‘(S

R, —total number of reports on the Socorro server;
N, — total number of product installations.

The algorithm of sequential pattern mining
was chosen as a method of data mining. This choice
was made under the influence of the availability of
a large number of algorithms for solving similar
problems, the ease of understanding the principles of
these algorithms, and the high adaptability of this
method to the required tasks. Sequential pattern mining is
a data mining activity aimed at finding statistically
significant patterns between data in which values are
presented sequentially. As a rule, the values are
considered discrete, which distinguishes this activity
from data extraction from a time series. Sequential
pattern mining is a special case of structured data
mining [37]. In this paper, we will use algorithms to
find the longest unified sequence. In computer science,
the problem of finding the longest common sequence
is to find the longest sequence (substring) or substrings
that are common to two or more strings. For example,
the longest common sequence of the strings
"ABABC", "BABCA", and "ABCBA" is the string
"ABC", which is three letters long. Other common
sequences include "a", "AB", "B", "BA", and "C".

The problem of finding these sequences can be
formulated as follows: given two lines S of length p

and 7 of length ¢, you need to find the longest line
that is common to S and 7 . Another interpretation of
this problem is the problem of generalizing k -common

sublines: given a set of lines S={S], e SK}, where

|S,.|:n,.i, |S; |=n,, for every 2<k <k, you need to find

the longest lines that occur inside at least K lines.

In this paper, we will continue to consider and use
only the dynamic programming approach, since the
length of lines in the subject area of this paper usually
does not exceed 20 elements, but the simplicity of
implementation and the visibility of the dynamic
programming algorithm are much higher. To solve
this problem using dynamic programming, you must
first find the longest common suffix for all pairs of
prefixes in the lines. The longest common suffix
is calculated by the following formula:

l,.p*l’ywl..qfl)-i_l’ if S[p]=T[q]

otherwise ,

LCSuff (S Tl,,q) — is the longest line that is

l.p>

commonto S and 7 .
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For example, for the strings "ABAB" and "BABA",
the result of this algorithm is the following table 1.

For example, for the strings "ABAB" and "BABA",
the result of this algorithm is the following table:

Table 1. Example of using the dynamic programming
algorithm

— o~ |o|lo|k
ol |o|—|o|w
wlo|n|o|o|k
ollw|o|l~|o|w

> ||| =
olo|o|o|o

The maximum of these common longest suffixes for
possible prefixes must be the longest common sequence
(subline) of lines S
underlined on the diagonals of Table 1. For this example,

and 7. These suffixes are

the longest common sequences are "BAB" and "ABA".
LCSubstr(S,T)= max LCSuff (S, ,.T; ;).

I<i<m,1<j<n

where LCSubstr(S,T ) — is the largest common

sequence (subline) of lines S and 7 .

This formula can be extended for the case of
comparing more than two lines by adding additional
dimensions to the table, but this is not necessary in our
case. To better establish patterns and relationships
between error reports, it is also necessary to consider
algorithms for measuring edit distance. The reason for

di—l,j_] fOV a;= bi
di_la.f + Weel (b,)
" Imin d; +w,, (a,)

dz’—l,j—l + W (aj’bi)
simple recursive method of calculating these formulas
takes exponentially long. Therefore, as a rule, the
calculations are performed using the Wagner and Fisher
dynamic programming algorithm. After completing
the Wagner—Fisher algorithm, the minimal sequence
of editing operations can be read as the Return Path
of the operations (starting with dmn) used during the
dynamic programming algorithm.

Example from the practice

Below is an example of using this method to assess
software reliability using the proposed approach.

The input data are data about 100 tests of the
20 were successful

program. Out of 100 tests,

this is the discrepancy between data in related reports
and the need to reduce noise between data samples.

In computer science, edit distance is a way to
quantify the similarity of two strings (e.g., two words) to
each other by counting the minimum number of
operations required to transform one string into another.
Editing distance is used in natural language processing
tasks where automatic spelling correction can identify
possible edits for a misspelled word by selecting
those words from the dictionary that have a low
editing distance to that word. In bioinformatics, this
distance can be wused to quantify the similarity
of DNA sequences, which can be represented as
strings of letters 4, C, G,and T .

Different definitions of edit distance use different
sets of operations on strings. For example, Levenshtein
distance uses deletion, insertion, or replacement of
characters in a string. Since it is the most common metric,
it is the Levenshtein distance that is usually referred
to as "edit distance". The most common algorithm for
finding edit distance uses a standard set of Levenshtein
distance between

operations and determines the

a=a,.a, and b=0b..b, as d, , which is recursively

mn >

calculated by the following formulas:

d,= lewdel (bk) for1<i<m,
k=1

dOj:ivvins(ak) forlﬁjﬁn,
k=1

for1<i<m,1<j<n,

Jora, #b,

(without failures), and in other cases, the data shown
in Table 2 was obtained.

When all the necessary data are calculated, the
Corcoran model must be applied to find the probability
of program failure at the time of evaluation.

Thus, this approach requires a tool to analyze
data from similar projects or analyze available statistics

from the current project to establish the a;, parameter.

Such a tool would be data mining methods using
sequential pattern mining. Information on the total
number of installations, the number of worlds and
error groups, and the probability of each error
group occurring will be used to calculate the software

reliability index.
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Table 2. Example of using the Corcoran model (part 1)

Type of error Probability of error a, Number of N, errors Y * (Yl *(Nl. - 1))/N**
that occur during testing

1. calculation errors 0,09 5 0,09 0,0036
2. logical errors 0,26 25 0,26 0,0624
3. input/output errors 0,16 3 0,16 0,0032
4. data manipulation errors 0,18 0 0 0

5. communication errors 0,17 11 0,17 0,017
6. data definition errors 0,08 0,08 0,0016
7. database errors 0,06 0,06 0,0018

* — value is calculated by the formula (2)
** — value is calculated by the formula (1)

Table 2. Example of using the Corcoran model (part 2)

Initial data

N = 100
N, = 20
R= 0,2896
Mozilla Firefox receives 2.5 million error

messages every day. That is why analyzing and
finding software errors (bugs) is a very difficult task.
Although
modules

errors can appear in different system

pages
of web applications, they can also be the result of

and components or on different
a general program flaw (bug). That is why there is
a need to analyze and automatically search for duplicate
and related reports.

The whole process of grouping reports is as follows:

1) Reports are sent to the server where they are
stored. If it works, the reports will be automatically
imported from the Socorro server, an open source bug
report server for Mozilla products.

2) The server automatically groups reports into
of the bug.
Each category has at least one or more reports.

categories according to the cause

3) Developers (in our case, a user from the
moderator group) assign the corresponding software
defect

One record can correspond to one or more categories,

record to the general report categories.
and one category can have zero or more defect
records. Programmers (in our case, users of any group)
can also be assigned to defect records to resolve
an existing issue.

A typical bug report for the Fennec Android
mobile browser (Firefox for Android) consists of

two parts, shown in Figures 1-3.

As part of the Mozilla Crash Reports project,
information from the Socorro server is processed and
presented in the form of statistics. For example, you can
view the number of reports per day, the number of
product installations, or statistics on the number of
errors and reports for different versions of the product
at different times. But the most interesting thing is the
ability to view automatically created groups of bug
reports and assigned records of software defects.

The Mozilla algorithm is quite simple and
sometimes inefficient. This algorithm compares only
the error signature from the top form. This leads
to the appearance of double groups of errors shown
in Figures 4-6, which should actually be combined
into one group.

This is the reason for considering the problem
of grouping related reports. Since there is very little
data to analyze this problem, this paper only considers
data obtained from the Socorro server.

Fig. 1. Information from the defective flow
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Fig. 2. General information from the report

FennecAndroid 49.0a1 Crash Report [@ mozilla::gl::CreateSurfaceForWindow ]

ID: 7Th376646-492e-4a56-8501-cddbc2160518

Signature: mozilla:-gl--CreateSurfaceForwindow

Fig. 3. Report ID and signature

Fig. 4. Example of double error groups
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Fig. 5. Report of the first group and the corresponding signature

Fig. 6. Report of the second group and the corresponding signature

Due to the imperfection or lack of tools for
automatic categorization of bug reports in common
bug trackers, in this article we use three rules to find
related reports more accurately. These rules were built
based on the analysis of the structure of reports from
the Socorro server and look like this:

1) Comparison of error signatures

Examples of using this rule are the following cases:
—nsDiskCacheStreamlIO:FlushBufferToFile()

Strstr | nsDiskCacheStreamIO:FlushBufferToFile()
— nsStyleContext::Release()
nsStyleContext::nsStyleContext

As you can see from the above examples, the
comparison should not be performed carefully, letter
by letter, taking into account the structure and special
notation of the record. Please note that the signature
of the highest form method with fully filled fields will
be used as the signature.

To implement this rule, we will use the method
of measuring the edit distance, namely the Levenshtein
distance, using the Wagner—Fisher algorithm. To use this
algorithm, the signature will be split into a sequence
of components that will act as individual letters.

2) Uppercase comparison

This rule works on the same principle as the
comparison of error signatures, but it compares not the
signatures, but the file path specified in the upper forms.
It's important to remember that in this article, the data
from the highest form that has non-zero attributes in all
its fields will be used to compare top forms and signatures.

3) Comparing frequent, closely spaced subsets
of forms

This rule means that two reports are related
if they have one or more of the same call stack paths
or forms. For example, the reports "ABCDEF", "DEFA",

and "BDEF" have the longest common sequence —
"DEF". In our case, instead of letters, we will use parts
of the call stack.

To determine the length of a common element
sufficient to establish a relationship, a threshold function
will be used that takes the total length of the stack, the
length of the common sequence, and its distance from
the highest form. To determine the longest common
sequences, a sequential pattern extraction algorithm
will be wused, namely the dynamic programming
algorithm discussed above.

The previously mentioned mathematical methods
and functions related to fuzzy sets will be used to
evaluate the performance of these rules.

To calculate the degree of similarity between
two reports, two fuzzy models were used: a model
for analyzing the similarity of forms available in the
reports and a model for analyzing the similarity of
the reports themselves.

Conclusions

In summary, the Corcoran model offers a valuable
and comprehensive approach to assessing the reliability
of mobile applications, taking into account various
dimensions such as performance, reliability, availability,
scalability, security, usability, maintainability, and
testability. By implementing this model, developers
and organizations can gain valuable insights into the
and weaknesses of their

strengths applications,

allowing them to make informed decisions and
prioritize improvements.

Implementing the Corcoran model in the software
development process can lead to higher quality mobile

apps, increased end-user satisfaction, and increased
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trust in the mobile app ecosystem. In addition, this
model can serve as a benchmark for developers and
organizations to compare their apps to industry
standards and competitors, promoting innovation and
continuous improvement of mobile apps.

In summary, the Corcoran model for assessing
mobile application reliability represents a significant
advancement in mobile application assessment, enabling
organizations to better meet user needs and expectations
while ensuring a high level of reliability in the

increasingly competitive mobile application market.
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IHTETPAIISA AHAJTITAYHUX CTATUCTUYHUX MOJIEJIEH,
MOCJIIOBHOI'O AHAJII3Y 3AKOHOMIPHOCTEM TA TEOPII HEUITKUX MHOXKWH
JIJIA PO3IIUPEHOTI'O OIIHIOBAHHSA HAJIMHOCTI MOBLJIBHUX 3ACTOCYHKIB

JlocmipkeHHS € HOBHM METOJIOM OIIIHKH HaJIiHOCTI MOOUTPHHUX MOJATKIB 3a JormoMoror Moneni Kopkopana. s Mozaens Bkitodae
B cebe KiJIbKa acIeKTiB HaJIiiHOCTi, BKIIOYal0YX MPOIYKTHBHICT, HaLIHHICTh, JOCTYNHICT, MacIITab0BaHICTh, OE3MEKy, 3pYUHICTh
BUKOPUCTaHHS 1 TectoBaHicTb. Mozens Kopkopana moke OyTH 3acTocoBaHa Ul OLIHKM MOOUIBHHMX NOAATKIB HUISIXOM aHANi3y
OCHOBHMX IIOKAa3HMKIiB HaJiiHOCTI. BuKOpHCTaHHS Mozeni 3Ha4YHO MOJIMIIYE OLIHKY HAJiHHOCTI 3aCTOCYHKIB B IOpPiBHSHHI
3 TpamuUiiHUMHM METOAaMH, SKi B MepIly uepry OpieHTOBaHi Ha KOH}Irypamii HacTIIBHUX KOMIT'IOTEPiB 1 CepBepiB.
Merta gociiKeHH-3aPONIOHYBaTH O1TbII ONTHMI30BaHHUHN MiJIXiJ 10 OMIHKK HaIiHHOCTI MOOUIFHHX J0MAaTKiB. B poOOTI po3risiHyTO
mpoOIeMH 3 SIKHMH CTHUKAIOThCA PO3POOHHMKH MOOUTBHUX 3aCTOCYHKIB. Lle mocmimkeHHS MpencTaBisie HOBE 3aCTOCYBaHHS MOJEINI
Kopkopana B o6nacTi omiHKM HagiifHOCTI MOOUTPHHX AoAATKiB. LIst Momenb BiApi3HAETHCS aKIEHTOM Ha BUKOPHCTAHHS KiIbKICHOL
CTaTUCTHKU Ta 3JATHICTIO HaJaBaTH TOYHY OIIIHKY WMOBIpHOCTI 30010 0e3 OyIb-sKMX HETOYHOCTEW, MO BIApI3HSIE IO MOJENb
BiJ IHIIMX MOJeJeHd HaIiifHOCTI mporpaMHOro 3abe3nedeHHs. B poOOTi MPOMOHYeThCS BUKOPHCTAHHS KOMOIHAI aHATITHYHUX
CTaTUCTUYHUX MOJIENCH, METONIB BHIOOYTKY JNaHWX, TaKMX SK TOCIIIOBHHN aHaNi3 IA0JOHIB, 1 TEOPIF HEYITKMX MHOXHH
Juis peaizaiiii moneni Kopkopana. 3acTocyBaHHs METOOJIOTIT MPOIEMOHCTPOBAHO HA MPHUKIIAIL JOCHIPKEHHS 3BITiB MPO MOMUIKH
IpOrpaMHOro 3a0e3nedeHHs Ta IMPOBEACHHs iX BceOiuyHOro craTucTHyHOro aHamisy. II[o6 mokpammT pesyibpraté MailOyTHiX
JOCITi/KEeHb, B POOOTI MPOMOHYEThCS OLNBII LIMPOKO BHKOPHUCTOBYBAaTH Mojenb KopkopaHa y pi3HHX MOOUIBHHX J0JaTKax
Ta cepeloBUINAX. PEeKOMEHIyeThCS 3MIHUTH MOJENb, MO0 BpaxyBaTH IMOCTIHHO MIiHJIMBI XapaKTEPUCTUKH MOOUTBHUX IOIATKiB
1 IX 3pocTarouy ckJIaaHICTh. Kpim Toro, 6axaHO MPOBECTH JOJATKOBI TOCITIHKEHHS JJIsl BIOCKOHAJICHHS METOIB BUAOOYTKY JaHUX,
10 BHUKOPHUCTOBYIOTHCSI B MOJETi, Ta BHBYHTH MOJJIMBICTH IHTETpAIlil IITYYHOTO IHTENEKTY sl OUTBII MPOCYHYTOTO aHAMI3y
HaJiHOCTI mporpaMHoro 3abe3neueHHs. 3acTocyBaHHS Mojeni Kopkopana y mporeci po3poOkn MOOITBHHX JOJATKIB IJISL OIHKH
HAJIIHHOCTI MOXXE€ 3HAYHO MiJBUIIUTH SIKICTh JOAATKIB, IO MPH3BEJC O MiJBHINCHHS PIiBHSA 3aJJ0BOJICHOCTI KIIEHTIB Ta JIOBIpH
JI0 MOOITBHUX monaTkiB. Ll Monens Moke CIyryBaTH OpiEHTHPOM JUIsi pO3pOOHMKIB Ta KOMMaHIi NpH OLIHII Ta BIOCKOHAJICHHI
CBOIX JI0JaTKiB, CIIPHUSAIOUH iIHHOBAL[ISIM Ta MOCTIHHOMY BJOCKOHAJICHHIO B KOHKYPEHTHOMY CEKTOpPi MOOITBHUX JIOATKIB.

KirouoBi cinoBa: MOOUIBHMI  3aCTOCYHOK; po3poOKa  MPOrpaMHOrO  3a0e3MeYeHHs; OLIHIOBaHHSI  HamilHOCTI;
Mmozens Kopkopana.
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JI. YEPHUILIOB, JI. CUTHIKOB

BIHAPHA KJTACU®DIKAIIA
HA OCHOBI NIOEJHAHHSA TEOPII IPUBJIU3HUX MHOKWH I JIEPEB PIIIIEHb

IIpeamer pociimkeHHs] — TMIABHIOICHHS TOYHOCTI Ta €(EKTHBHOCTI alropuTMiB Kiacugikaii Ha OCHOBI [iepeB pillleHb
3a JONIOMOTOI0 IHTeTpalii IPUHLIHUIIB Teopil NpuOIM3HUX MHOXUH (Rough Set), MaTeMaTHYHOTO MiIXOLy O allPpOKCHMAIlil MHOKHH.
Meta gocaigkeHHsT — pO3pOOJICHHS TiOPUAHOI MOJeNi, sika 00’ €JHy€E TEOPil0 MPUONIU3HUX MHOXHH 3 aJITOPUTMaMH JIepeB DillleHb,
THUM CaMHUM BUPIIIYIOYH BPODKEHI OOMEXEHHS IIUX aITrOpPUTMIB y poOOTi 3 HeBH3HAYEHICTIO B MaHuUX. Ll iHTerpamist Mae cyTTeBO
MOKPAIIUTA TOYHICTP Ta eQEeKTUBHICTH OiHapHOI Kiacu@ikamii Ha OCHOBI JepeB DpilleHb, poOIAYn iX OULTBII CTIHKAMH
10 PI3HUX BXIOHHMX JaHUX. 3aBJAHHS CTATTI mependavaroTh INIMOOKE BUBYEHHS MOMJIMBHUX CHHEPrid MK Teopi€ro MpUOIM3HUX
MHOXHMH Ta aJITOPUTMAaMHU JIepeB PillieHb. 3 Ii€10 METOI0 KOMIIIEKCHO TOCIHIIIKEHO IHTETpaliifo Teopil IPHOIH3HUX MHOXKHH Y MeKax
ITOpUTMIB JiepeB pimmens. Lle moTpeGye po3pobieHHsT Mozmeni, 0 BUKOPHCTOBYE NPHUHIUIN Ta anreOpaiuHi iHCTpyMeHTH Teopil
OPUONU3HUX MHOXHUH AJst OTbIn e(eKTUBHOTO BiZOOpY O3HAK y CHCTEMaX, OCHOBAHHX Ha JepeBax pilieHb. Moenb 3aCTOCOBYE
TEOpil0 NPHUOIM3HUX MHOXHUH sl e(peKTUBHOI poOOTH 3 HEBU3HAYCHICTIO Ta BaroMiCTIO, IO Ja€ 3MOTY YJOCKOHAIIOBaTH
Ta PO3IIMPIOBATH IPOIECH BiOOPY O3HAK y CHCTEMax AepeB pimieHb. [IpoBeneHo cepiro eKCIepuMEeHTIB Ha Pi3HHX Habopax JaHHX
IUIS IeMOHCTpalii e(eKTHBHOCTI Ta MPAaKTUYHOCTI poro migxony. Lli Habopu maHumx oOpaHi AJIS MOJAaHHS CHEKTpa CKIAIHOCTEH
Ta HEBU3HAYCHOCTEH i3 3a0€3MEUeHHSM PETENFHOTO OLIHIOBAHHA MOXKJIMBOCTEH Mozerni. MeTomoJiorisi BUKOPUCTOBYE IEpeaoBi
anreOpaiyHi IHCTPYMEHTH Teopil MpUONM3HUX MHOXHUH, 30KpeMa (opMyiroBaHHs anreOpaidHHX BHpPa3iB Ta PO3pPOOJICHHS HOBHX
MPaBWII 1 TEXHIK, JUTS CIPOIICHHS Ta MiABUIICHHS TOYHOCTI MPOIECiB KiacHikaIil JaHuX 3a JOIOMOTOK CHCTEM JICPEB PIlllCHb.
3HaXiIKU TOCTIHKEHHS € BaKIMBUMH, OCKUIBKH CBiIYaTh MO TE, IO IHTETpawis Teopii MpHONMU3HUX MHOXHH Y alTOPUTMH JIEPEB
pimieHp MoXKe 3a0e3medyuTH OuTbIl TOYHI Ta edeKTuUBHI pe3ynpTatu kinacudikanii. Taka ribpuaHa Mopenb AEMOHCTPYE 3HAYHI
mepeBard B pooOoTi 3 iHdopMarliero i3 BOyI0BaHOI HEBH3HAYCHICTIO, IO € 3aTalbHUM BHKIHUKOM y 0araThOX MOJaTKOBHX CIICHAPIAX.
EdexTuBHICTS IHTErpoBaHOTO MigXOAy MPOJEMOHCTPOBAHO HOTO YCIIIIHMM 3aCTOCYBaHHAM Yy cdepax KpeJuTHOrO CKOPHHTY
Ta KibepOe3neKw, 10 BKazye Ha HOTro MOTEHINial sIK YHIBEpCaJIbHOTO IHCTPYMEHTA B rally3i BUIOOYTKY AaHHUX 1 MAITMHHOTO HaBYaHHS.
BucHoBkH. 3’5C0BaHO, IO iHTETpaLis Teopil MPUOTU3HUX MHOKHH MOJKE MPHUBECTH A0 OUTBII TOYHHX Ta €()EKTUBHHUX PE3yJIbTATiB
knacugikanii. [Tokpaiiyoun MOXIHBICTH JepeB pillleHb, HEOOXiTHO 3BaKaTH Ha HEBU3HAYEHICTh 1 HETOYHICTh iH(popMaIlii.
JlocnikeHHsT BiIKpHBa€e HOBI NEPCHEKTUBH JUI HAAIHHOTO W IPyHTOBHOTO aHANI3y Ta IHTEpIIpeTalil AaHWX Yy pi3HHX Traimy3sx —
BiJl OXOpPOHH 310pOB’s 10 chepu ¢inaHCiB Tomo. [HTErpamis Teopii MPUOIM3HIX MHOXHH 1 JIEpeB pIllieHh € BaXITUBUM KPOKOM
Y PO3BHUTKY OUIBII YOCKOHAJIEHHUX, €PEKTUBHUX 1 TOUHUX IHCTPYMEHTIB Kiacu}ikalii B eMoXy BeTHKHX 00cATiB iHpOopMaIiii.
KurouoBi ciioBa: knacudikanist Jepes pillieHb; Teopist MpUOIN3HUX MHOXKHH; aireOpaluyHuil miaxia; MalliHHE HaBYaHHSL.

Beryn

Krnacudikarist 3a mormomororo aepesa pimieHs HaOyma
MOUIMPEHHS SIK OCHOBHA TEeXHiKa B Taiy3i BUAOOYTKY
JaHUX 1 MAIIMHHOTO HaBYaHHS, IO BU3HAETHCS CBOEIO
MIPOCTOI0 1HTEPIPETALiEI0 Ta 3aCTOCYBaHHSIM Yy PI3HHX
ramy3sx, 30KpeMa OXOpoHa 3JI0pOB’s, (iHAHCYBaHHS,
MapKETHHT 1 aHaji3 corianpHuXx Memnia. [losiBa 3HAYHHMX
o0csriB iHpOpMAaIii MiIBUIINIA BAXIABICTh €PEKTHBHUX
MeToniB Kkiacudikamii, 0 MOXYTb IIBHUAKO H TOYHO
00poONIATH W KaTeropu3yBaTH BENHKI HAOOpW JaHUX.
30kpema, lepeBa pilleHb BiAIrpalOTh KIOYOBY pOJIb
y 3aBHaHHAX, NOB’S3aHUX 13 KiIacH(iKaIli€ero IaHUX
Ha OKpeMi Kareropii abo 3 BUSBJICHHSIM 3aKOHOMIPHOCTEH
1 THOCHIIN Y CKIaTHIX HA0Opax NaHMX.

VY rany3i kiacudikaiii 3a JONOMOToI0 JiepeB pillieHb
OCHOBHa mpo0djeMa Ioisrae B OOMEXKEHIH 31aTHOCTI

QITOPUTMY OOpPOOJSITH HEBU3HAYCHICTh 1 HETOYHICTH
iHpopmamii.  Lle
y CLeHapisx,

HE/ONK  OCOOJNIMBO  CYTTEBHH
Ie TOYHa ¥ HajiiHa Kiacudikaiis
BXIINBA, HANPUKIIAA, Y MEIUYHIA NiarHOCTHII, aHaNi31
(hIHAHCOBOT'O PU3MKY Ta CKIATHHUX IMpOIecax MPUHHATTS
pilleHb Ha OCHOBI gaHMX. TpamumiiHi Monelni nepeB
pilieHb, xo4ya W e(eKTHBHI B MPOCTUX CIIEHAPIsX,
YacTO BUKJIMKAIOTh TPYAHOLIl B IATPHUMAHHI BHCOKOI
TOYHOCTI M Yac 3ITKHEHHd 3 HEOAHO3HAYHOK abo
HETOBHOIO iH(opMalieto. JocTHiDKEHHS —CIIpsIMOBaHe
Ha BUpIlIEHHsS W€l TpodIeMHu CcHocodoM iHTerpamii
Teopii mNpUOMM3HMX MHOXHMH Yy (peliMBOpK nepeB
pitress. Teopist TPHOIM3HUX MHOXKHH 31 CBOIMH MII[HUMU
MaTeMaTHYHUMH CTPYKTYpaMH JUIsl poOOTH 3 BaroMicTIO Ta
HEBM3HAUYCHICTIO NPOIOHYE MEPCHEeKTHBHE PIlIeHHS I
MIOKpAIeHHS 3JIaTHOCTI JiepeB pillleHb Kiacu(iKyBaTH

IlaHi TOYHO 3a TaKUX CKJIaIHUX YMOB.

© /1. Yepuumos, JI. CurHikos, 2023
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VYcnimHa iHTETpamis Teopil MPHOIH3HUX MHOXWH
3 aJITOPUTMaMHU JIEPEB PillleHb CIIPSIMOBaHa HA CTBOPEHHS
OlUTbII ajmanTUBHOI, €(QEKTHBHOI Ta TOYHOI MOZETi
JiepeBa pillleHb, 34aTHOI PO3B’SI3yBaTH CKJIAIHI MUTAHHS
inpopmarii. s
[IOCTaBJIEHOI METH HEOOXiJHO BHUKOHATH 3aBIaHHSI —

CY4acHOTO  aHaJizy JOCSTHEHHS
JIETabHO JOCIHIANTH TOTCHIIHHI CHHEpPTIl MK TEOpi€lo
NPUOJIU3HUX MHOKUH Ta AITOPUTMAMH JE€PEB pillleHb.

IHTerparis Teopii TPUOIM3HNX MHOXHH y aJTOPUTMHA
JIepeB pillicHb CIIPSIMOBaHA HAa MOKPAIEHHS X 34aTHOCTI
e(peKTUBHO 00pOOIATH W pO3yMITH HEBH3HAUYCHI MaHi.
Ie#t miaxim oCOONHMBO aKTyadbHHH y Taly3siX, 1Ie €
BaXIMBUMH TOYHICTh Ta IHTEpIpeTaris Kirachugikarii,
HAIpUKIad, Y MEIWYHIM miarHOCTUI ab0 OLIHIOBaHHI
(hinaHcOBOrO0 pu3HKy. Teopis NPUOTUIHMX MHOXKXUH
HaJla€ MIIHAH MaTeMaTHIHUI (QYHIaMEHT JUIs TOKpaleHHs
PEe3yIBTaTUBHOCTI IEPEB pillleHb, OCOOIMBO B CIICHAPIsIX
13 HEMIOBHOKO 200 HEOHO3HAYHOIO iH(OPMAIII€TO.

VYV xmacuikamii 3a IOMOMOTOI0 JAEpeB pimeHb
3aCTOCOBYIOTHCS Pi3HI MiJXOAU IS BUSIBJICHHS BAXIIMBOCTI
03HaK, NOYMHAIOYH BiJl €BPUCTUYHHX MiIXOJIB HA OCHOBI
3a3JaJeriib BU3HAYCHUX MPABHI 1 EKCIIEPTHUX 3HaHb,
e(peKTUBHUX Yy TMPOCTIHX CIEHApiix, A0 OLIBII
KJIaCUYHHUX [MIIXO/IB, HANpHKJIaJ, alrOpUTMIB JepeB
pilleHs, 3 TPamWIifHUMU KPUTEPisIMH BiZOOPY O3HAK,
TaKUMHU sIK eHTpomis. [Ipore KoXeH i3 HUX METOIIB Mae
cBOi 0OMEXEHHS, OCOOJMBO B YMOBaxX HEBH3HAUEHOCTI
JlaHUX, 1 NpPOTAIMHHU, SKI Mae 3alOBHUTH TeOpis
MPUOIN3HAX MHOKHH.

MeTol0 [BOIO JIOCHIDKEHHS € PO3POOJICHHS
ribpumHoi Momem, 1Mo 00’€mHye TEOpil0 MPUOTUIHUX
MHOXXMH 3 aJIrOpUTMamH JEpeB pillleHb, THM CaMUM
BHPIIIYIOYM BPOIKEHI OOMEXEHHS IUX alTOpUTMIB

y pobotri 3 HeBu3HaueHicTO ganHux. 1106 nocsartu

OKpeCcJIeHOI MeTH, JOJATKOBO IUIAHYETBCS IIPOBECTH
BCEOIYHMI  TOPIBHSUIBHUK  aHai3 e(eKTUBHOCTI
po3pobienoi riOpumHOi Momeni Ta TOPIBHATH i

3 TPAJUIIHHUMHE aIrOPUTMAMHU.
Ile mopiBHSIBHE OIIHIOBaHHS OyIe 30CEpemKEeHO
Ha  KJIIOYOBHUX TOYHICTb

MCTpHKax, TaKHuX SIK

knacudikamii, edekTHBHICTH  OOpOOJCHHS  maHWX
1 CTIHKICTh METO/IOJIOTIH 0 Pi3HUX TUIIB HAOOPIB AaHUX.
3 IOIIOMOTr0X0  IBOTO  JOCIIDKEHHS  CIIOMIBAEMOCS
BU3HAYUTH OUIbIN HAIiliHy W yHIBepCaJbHY MOJCTh
kiacuikamii 3a TOTIOMOTOI0 JIepeBa pIllleHb, SKa MOXKE
e(heKTUBHO OOpOOJIATH CKIATHOIN CYYacCHHUX JaHHX
1 3OIHCHUTH BaroMuii BHECOK y cdepi BHIOOYTKY

iH(popMaIllii Ta MAITMHHOTO HaBYaHHS.

AHaJi3 npo6jemu ii HAABHUX MeTOiB

Iarerparis Teopii MIPUOIM3HMX MHOXHUH

y KiacuQikamito 3a JOIOMOTOI0 JepeB  pilIeHb
€ aKTyaJbHUM, IIPOTE€ CKJIaJHUM 3aBHaHHsAM. J[lepeBa
piIIeHs — IIe OCHOBHHUH IHCTPYMEHT y Taiy3i 1oOyBaHHS
JaHUX Ta MAalIMHHOTO HAaBYaHHSA, BIOMHUH CBOEIO

IHTEpIPETOBAHICTIO  Ta  3aCTOCOBHICTIO B PI3HHUX
chepax. OpHak JepeBa pilIeHb YacTO BHSBISIOTHCS
Hee(EeKTHBHUMHU B pPOOOTI 3 HEUITKOIO Ta HEBU3HAYCHOIO
iHpoOpMali€eo, MO CHPUYMHSE 3HWKEHHS €(EeKTHBHOCTI
kiacuikarmii. Bukopucranss Teopii TpHOII3HIX MHOXHH,
mo e(peKTHBHO JI0Ja€ HEYIiTKICTh 1 HEeBU3HAYCHICTb, MaE
MIOTEHIliall PO3B’SA3aTH IIi MPOOIeMH, ajie TaKa iHTerparis
HE € TPOCTOI0 Ta TOTpedye BCEOIYHOTO aHAIi3y
SIK TEOPETHYHUX, TaK 1 MPAKTHYHHUX aCTIEKTiB.

YHaCTIIOK PETeNbHOTO OISy Cy4acHOI JITepaTypu
MOXXHa TOBOPUTH NP0 3HA4HI JIOCATHEHHA  SIK
B QITOPUTMAX JEPEB PillleHb, TaK i B TEOpii MPUOTHMIHIX
MHOXHH. Tak, mocmimpkeHHs [1, 2] BHCBITJIIOIOTH
TOJIITIIEHHS] B METO/IONOTISIX IEPEB PillieHb, HATOIOLTYFOUH
Ha MiJIBUIIEHHI X aJanTHBHOCTI 10 PI3HOMaHITHUX THIIIB
naaux. OgHOYAacHO Teopis NMPHOMM3HMX MHOXWH Yyce
YacTillle 3aCTOCOBYEThCSI B TANTy3sIX, JIe € HeBU3HAYCHICTh
1 HeTOYHICTh iHQoOpMamii, NPO IO TOBOPHUTHCA
B crymisx [3, 4]. Ommak 3mutTst 1nux ABox cdep
Hapasi 3aJIMIIaeThCs MaJI0A0CTIDKEHHIM.

Y pobdoti [5]

HEBM3HAYEHOCT] JAaHUX Y JepeBax pillleHb 1 MporainHi,

HATOJIONIYEThCSI HAa Ba)KIJIUBOCTI

Ky MOXE 3allOBHUTH TeOpis MPUOIM3HUX MHOXKHH.
Kpim Toro, y mocmimkeHHsXx [6, 7] 0OroBOpIOIOTHCS
anreOpaiuHi maxoau B Teopil HPUONHM3HUX MHOXHUH,
0 MOXYTh HAJaTH CHUCTEMAaTHYHHHA crmocid mis ix
inTerpaitii B gepesa pimieHb. CKIaAHICTh TAKOT iHTErparii
posrnsmaetbes y crarri [8]. I aBropm BucsiTmIOIOTH
HEOOXIAHICTE HOBMX METONOJOTIH, SKi Moriad O
6e3repeIkoIHo 00’ €THyBaTH 11i ABI CEpH.

MouBicTh Takoi iHTerpauii MiATBEPIKYETHCS
OCTaHHIMM JIOCSTHEHHSIMH B alTOPUTMIYHHMX MiIX0/ax
no aepes pimedb [9, 10]. Ili gOCATHEHHS CTBOPIOIOTH
OCHOBY, JI0 SIKOI MOKe OyTH JIOJTy4eHa Teopist MPHOIM3HHUX
MHOXMH. Takok BHUBUEHHS Teopii  MPHUOTU3HHX
MHOXHH [11, 12] mae 3HauHMit mporpec y anredpaiuHnx
METO/IaX, HATSIKAIOUHM Ha IIUISIXH MOKPAILeHHs Kiacu(ikarii
JIepeB pillIeHb.

[IpakTryHiI HACTIAKK TaKOi IHTErparlii € BarOMHUMHU.
V takux cdepax, K OXOpOHa 340pOB’s Ta (piHAHCYBaHHS,
¢ TPUHHATTS PINIEHb € KPUTHYHUM 1 iH(opMaIis

YacTO MICTHUTh €JIEMEHT HCBI/I3HaLICHOCTi, noxpameHi
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Mozen JepeB  pilleHb OLIBII

HAJIMHUM 1 TOYHHM IPOTHO3aM, SK 1€ MepeadadaeThest

MOXYTh  CIIPHSATH
B JOCITIKEeHHsX, 30Kkpema [13]. Ommak 1s iHTerparis

BUCYBa€ HOBI BHUKJIHMKH, OCOOJMBO B 30epekeHHI
MPOCTOTH Ta IHTEPIPETOBAHOCTI IEPeB PIllIeHb IIiJ] Yac
BKJIFOUEHHSI CKJIQIHOCTI Teopii MPHOIU3HUX MHOXKHH.
Xoua B iTepaTypi HWOETbCs PO OOHAMIAITUBHUIL
epeKT y TOKpalleHHI Kiacudikanii aepeB pillieHb
3a TOTIOMOTOI0 TeOpii MPUONM3HUX MHOXKHH, Y Hilf TAKOXK
HATOJIONIY€EThCSI Ha HEOOX1THOCTI IHHOBAIIHUX MiAXOIIB
JUTS TIOJTOJIAHHS BUKJIMKIB, BIACTUBUX TaKill iHTETparlii.
Le mocximpkeHHs: Mae Ha METi IOONIATH LIel po3puB
MIXO0Iy,

10 TapMOHI3y€e HaIifHICTh Teopil MPHOIN3HIX MHOXHUH

crocoboM  po3poONeHHS — anredpaidHOro

i3 TPOCTOTOI0 AaNTOpUTMIB JepeB pimenb. [loctae
HEOOXIiHICTh CTBOPHUTH TiOpUAHY MOJENb, IO HOETHYE
TEOpil0 TPHUOIM3HUX MHOXHH 3 aIrOpUTMaMHu JepeB
pillleHb, MIBHIIYIOYM TOYHICTh KiacuQikalii 3a yMOBH
HEBU3HAYEHOCTI JAaHWX, a TaKOX 30epiraioum mpoCTOTy
BUKOPHCTAHHS JIepeB PIllICHb.

Bupimenns 3aBgaHus

VY 1upoMy JOCHIIKEHHI, KOJIM PO3IIISIAEMO TPaHUYHY
JUIISTHKY B(X ) JUISI MHO)KUHE X , MAEMO Ha YBa3i Pi3HHIIIO
MDK BEpXHBOIO Ta HW)KHBOIO ampokcuMarieo X .
MatemaTHyHO 116 MOKe OyTH BUPAKEHO TaK:

*

B(X):A (X)—A*(X), 1)
ne A"(X) — Bepxus anpokcumanis X , 1O € MHOXKHHOIO
BCIX €JIEMEHTIB, 5IKi MOXyThb Oyrh B X Ha migcrasi
noctymHol iHdopmartii (2). BoHa MicTHTh yci eleMeHTH,

OJIHY
3 wieHaMn X . Llg anpokcumaris 3a3Buuail  OLnbId

o0 MalTh NpUHANMHI O3HAKY, CIIJIbHY

BKJIIOYAl04a I OXOIUIIOE E€NIeMEHTH, SKi MOXYTh
MOTEHILIITHO HAJIS)KATH PO3TIISTHYTi MHOXKHHI.
A4'(X)={xeU,[x]nXx 20}, )

ne U — yHiBepcalbHa MHOXKHHA,

[x] — KJ1ac eKkBiBaJIeHTHOCTI (3).

[x]={yeU, xRy} . (3)
3 iHmoro 6oky, A, (X ) — IIe HIDKHS alipOKCHUMAIIis

X, 10 MICTHTh €IEMEHTH, SIKi TOYHO HajuekaTtbh X ,
Ha OCHOBI HasBHUX JaHMX. BoHa Mae€ BCi €JIEMEHTH,
JUTS IKAX KOXKHA O3HAaKa BiAmoBinae o3Hakam B X (4).

Ils anpokcumariis OULTBIN  BHKJIIOYHA 1  MICTUTh

JIWIIe Ti €IEMEHTH, sKi 00O0B’SI3KOBO  HajeXaTh

PO3IIISTHYTIH MHOMHHI.

4, (X)={xeU,[x]cX}. 4)
[Ticna obuncneHHs TPaHUYHOI IUITHKH HACTYITHUM
KPOKOM € OLIHIOBAaHHS BaXJIMBOCTI KOXKHOI O3HAaKH.
Ile nmocsiraeTscst CIIOCOOOM CHCTEMATHYHOTO BIIYYIEHHS
O3HAaK I10 OJHIH 1 CITOCTEPEKEHHS 33 pe3yJIbTaToM 3MiH
y TpaHWYHIA OingHIi. AHATI3y0Yd, SK BIUTyYCHHS
KOXKHOI O3HAKH BIUIMBAE€ Ha 'PaHUYHY AUITHKY, MOXXEMO
BU3HAYUTH BIIHOCHY B&XXJIMBICTb KOXKHOI O3HAaKH.
Le# miaxin pae 3MOry BUSIBUTH KPUTHYHI O3HAKH
UISE  BH3HAYEHHSA sCHOCTI ab0  HEOIHO3HAYHOCTI
knacugikamii. O3HaKH, 10 B IPOIECi BUIYYEHHS 3HAYHO
3MIHIOIOTh TpPaHWYHY JAUITHKY, BBa)KalOTBCS OLIBII
Ba)XJIMBUMH, OCKUIBKM iX HPUCYTHICTH ICTOTHO CIIPHSIE
TOYHOCTI Ta OXHO3HAayHOCTI kiacuikamii. Hasmakw,
O3HaKH, BWIYYEHHS SKHX IPU3BOAWTH O MiHIMaJIbHUX
3MIH Y TpaHWYHIM JUIAHII, BBAaXKAIOTHCS  MCHII
kputngHIMH. Llei MeTox nae OiTbII AeTanbHE pO3yMiHHS
BOXKJIMBOCTI O3HAaK 1032 TPAAMLIHHUMH METPUKAMHU
CIOCOOOM TIPSMOTO 3B’SI3KY BAXIIMBOCTI O3HAKH 3 11
BIUIMBOM Ha TUHAMIKy TpaHUIll Kiacudikarii.
A(8,)
V(P,.)=—><100%, 6)
M(X)
ne M ( X ) — 1I¢ KUTBKICTh €JICMEHTIB Y MHOXHHI X .
VY 3amponoHoBaHii TiOpWAHIN MOZETl BaKJIUBICTh
03HaKH (5) 3aCTOCOBYBAaTUMETHCS SIK KPUTEPi po3OUTTS

JUTsS IOOY/IOBH JIEPEBa PIllICHb.

Marepiann it MmeToau

Otpumana riOpuagHa Mozenb Oyna  OLiHEHa
3a JIONIOMOTOI0 METPHKH IUIOIII MiJi KPUBOIO poOOoYOoi
xapaktepuctuku mnpuitmaua (ROC AUC). lleir merton
OILIHIOBAaHHS  BHUKOPHUCTOBYETHCS  JUIA  BU3HAUCHHS
TOYHOCTI Kiaacu(ikaiii Momen Ha HAOOpI MaHHMX, SKUH
MICTHTH SIK TTO3UTHBHI, TaK | HETATHBHI MPUKJIAIH.

Mozeni

O1iHOBaHHSA MPOBOAUTUMETHCS 3a

JOTIOMOTOI0 ~ BHUMAAKOBOI  cTpaTtu(iKOBaHOi  Kpoc-
Bamigarii 3 10 domgamu. 3a3HadyeHuit MeTo] 3a0e3mneuye
OB TOYHY OILIHKY €(EeKTUBHOCTI MOJENI, HIX OIliHKa
Ha OJJHOMY HaOOpI JaHUX.

CrpatudikoBaHa Kpoc-Bajijamis Ipamioe MIIIXOM
nojity Habopy jnanux Ha 10 piBHHX yacTuH, abo (GoiB.
[MotiM Mojens HaB4YaeThes HAa 9 (oimmax i TeCTyeThCS
Ha 10-my Qounai. Leit npouec nmosroproerhes 10 pasis,
i pesymbratH BCiXx 10 TecTyBaHb BHKOPHCTOBYIOTHCS
JUTS OLIIHIOBAaHHS €(DeKTUBHOCTI MOIEIII.

3a JONOMOro ILBbOTO0 METOXYy MOXKHA OLIHUTH

e(eKTHBHICT, MO HA TPHOX PI3HOMAHITHHUX HAaOOpax
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nmanux. L{i Habopu obupanucs s MoJaHHS Pi3HUX PiBHIB
CKJIaJIHOCTI Ta HEBU3HAYEHOCTI, 3a0e3Meuyrou BceOidHy
OIIHKY MOKITUBOCTEH MOIEIT.

HaOip nanux Titanic [14], WUpoko BHU3HAHHUI
y cdepi MaIIMHHOTO HABYAHHS W HAyKW TPO HaHi, Ja€
iZieanbHII BapiaHT /I OL[IHIOBaHHS MMOKpAILEHOT MOei
nepeBa pimreHs. Lleit Hablp maHWX MICTHTH iH(pOpMAIio
PO MacakupiB Bimomoro kopabns Titanic, 30KpeMa Taki
BiJTOMOCTI, SIK BiK, CTaTh, KJIac, BApTICTh KBUTKA Ta CTaTyC
BrkuBaHHsA. CKIagHICTh 1 3MIHHICTE Iri€l iH(OpMaIIil
pobmaTe 1 e(eKTHBHUM BHOOPOM ISl OIIHIOBAHHS
MOXIIMBOCTEH Mozaedi y poOoTi 3  pealbHUMH,
HEBU3HAYCHHMH Il KaTeropiaJbHUMH JaHUMH.

Habip manux Microsoft Malware Classification
Challenge (BIG 2015) [15] € Oenumapkom y cdepi
KibepOe3neky, 0ocoONMBO B KJIACH(IKAIll IIKiIITHBUX
nporpaM. BiH MiCTHTB 3HaYHY KiJIBKICTh 00’ €KTiB, KOKEH
3 SIKMX € PI3HUMH THUIaMH HIKI[UIMBUX IPOrpaM i Mae
pi3HI 03HAKH, TaKi sIK OalTKO[, aceMOIepHH KO Ta iHIII
xapakrepuctuku (aitnis. CkimamHicTs 1IBOro HabOpy
JaHUX 1 KpUTHYHE 3HAYEHHS HOro 3acTOCYBaHHS
poONATH HOr0 TapHUM KaHIWIATOM [UIS OLIHIOBaHHS
e(eKTUBHOCTI TOKpAaIIeHoi MoJemi JepeBa pilleHb
B YMOBaX BUCOKOTO PH3HKY Ta TEXHIYHOI CKJIQJIHOCTI.

Habip manux Home Credit Default Risk [16], nagae
BUYEPITHE CEPEZOBUIIE JUIS OLHIOBAHHS ITOKpAIeHOT
MOZeni JepeBa pilMieHb Yy KOHTEKCTI OIIHIOBaHHS
KpenutHOro pm3uky. Lleli HaOip maHuX 0coOOJIMBO
aKTyanbHUHA Ui (IHAHCOBHX YCTAaHOB, MeTa SKUX —
TOYHO TependaYuTH 3AaTHICTH CBOIX KIIEHTIB 70
MMOBEpHEHHSI KpeAWTiB. BiH Mae pi3HOMaHITHI O3HaKH,
30KpeMa KPEIUTHA ICTOPIsL, ICTalli MO3UKY Ta JieMorpadivHi
BIJOMOCTI TO3WYaJbHUKA, IO POOWUTH HOTO IIHHUM
pPECYpCoM T TECTYBaHHS KJIaCU(iKAI[IHUX 3MI0HOCTEH
Mozen y (piHaHCOBOMY CEpEeIOBHIITI.

VY 1upoMy JOCIIJDKEHHI BCl TpU HabOpH AaHUX Oynu
OTHAKOBO MIATOTOBNEHI s OiHapHOI Kiacugikarii.
[TinroToBka naHMX nepeadayana NepeTBOPEHHS HUILOBUX
3MiHHUX y OiHapHU# ¢opmar. Takox Oymu BimiOpani Ta
OiHapn30BaHi BIAMOBIHI 03HAKH, 31HCHEHO 0OPOOIEHHS
BiJICYTHIX 3HAaYeHb 3a JIOTIOMOTOIO BiAIMOBIMHUX TEXHIK
Ta HOpMaJti3auio abo cTaHJapTHU3aIlI0 YHCIOBUX O3HAK.
Kpim TOorOo, KOXeH Habip maHuUX OyB pO3MOIUICHUI
Ha HaBYaJlbHI i TECTOBI HAOOPH 13 3aX0/IaMH, CIIPSIMOBAHUMH
Ha 3a0e3neueHHs OanaHCy JaHWX 1 MOJOJAHHS MPOoOIeM
HepiBHOMIpHOCTI KiaciB. Lleil cranmapTH30BaHUM miaXis
IOCITOBHICTE

0 TIATOTOBKM MJaHUX 3abe3medye

MK HaOOpaMu JaHMX 1 CIpPHUSAE CIPABEIUBOMY
OIIIHIOBAHHIO TPOAYKTHUBHOCTI MOJEJEH IepeB pillleHb

y pi3HMX 3aBJaHHsAX OiHapHOI Kiacuikartii.

Pe3yabTaTi 10CIi1KeHb

Y nocnijpkeHHI TPOBEAEHO MOPIBHSUIBHUMA aHali3
MPOAYKTUBHOCTI JBOX KPHUTEPiiB AN MOOYIHOBU AEpeB
pilleHb: KpuTepito mpupocTy iHdopMmalii Ta KpuTepito
3MiHM TPaHUYHOI AUITHKU. [ 1boro Oy10 BUKOPHUCTAHO
Tpu Habopu pmanux: Titanic, Malware Classification
ta Credit Default Risk.

Pe3ynpraTi TOpPIBHSHHSA NOKa3ad, IO KpUTEpid
3MiHHM TPaHUYHOI IUITHKM B JESKUX BHUIAIKax 3abes3medye
OiBII BUCOKY TOYHICTb, HDK KpHUTEpid HpPUPOCTY

inpopmamii. 3oxpema, g Habopy manux Titanic

KpUTEpi 3MiHM TpaHM4YHOI JUISHKH 3abe3nedye

MiABUIIEHHS TOYHOCTI Kiacudikamii Ha 1,3 %. Y Tabm. 1
3HAYEHHS OI[HKA SKOCTI

nmojaHi IIBOX  KpUTEpiiB

JUISl KOYKHOTO Habopy JaHuX.

Ta6uuuns 1. Oyinka sxocmi kpumepiis

Malware Credit

Titanic Classification | Default Risk

BaxxnusicTs 03HaKH
BiANOBiZHO 10

0.828 0.5658 0.6155
MPUPOCTY
iHpopmarii
BaxxnuicTh 03HaKH
BIJIIOBIAHO JI0 3MIH 0.841 0.5658 0.5787

y TpaHUYHIN TiISHI

[MigBumeHHss To4YHOCTI Kiacudikaiii Ha HaOoOpi
nanux Titanic MOXXHA TOSICHUTH THM, IO KPUTEPIi 3MiHU
TPaHWYHOI MISIHKN J103BOJIsIe Oy/yBaTH JiepeBa pillleHb,
SKi Kpaille BimoOpaXkaroTh CTPYKTYpY HOaHHUX. 30KpeMa,
3a3HaueHUH KpuTepiil Oepe 10 yBaru He TUTBKU KUTBKICTb
iHpopMmarlii, sKka OTPUMYeTbCS B TpOLECi PO3OUTTA
Ha OCHOBI O3HAaKHW, aje TaKoX 1 pO3MIp T'paHUYHOI
TUISIHKH, 10 YTBOPIOETHCS B Ii cutyarii. Ile mae 3mory
obOupaTtu O3HaKHW, sKi 3a0e3NeuyloTh HaWOUIBII diTKe
pO30OUTTS TaHUX Ha JBa KJIACH.

Takox OyB INpoBeleHHI Bi3yallbHHH aHali3 JBOX
pi3Hux rpadikiB AepeB pilieHb, I gatacety 1itanic
3 TapamMeTpoM MaKcHMajbHOI TIJMHOWHM, SIKHMHA OyB
3ajganuit 3HadeHHsMm 4. LI Bizyanizauii € BakJIMBUMH
JUIL PO3YMIHHS BIUIMBY IHTErpamii Teopii NMpHOIM3HHX
MHOKHH Y MOJENI JepeBa pillieHb. bynn BisyaizoBaHi
rpadiku K 1711 KpUTEpiro mpupocty inpopmaii (puc. 1),
TaK 1 U1l KPUTEPIO PI3HMIN IPAHMYHUX TUBTHOK (puc. 2).
Taka Bi3yamizaimiss Jae 3MOTy 3pO3YMITH, SK JIEPEBO
pilllecHh BHU3HA4Ya€ MPIOPUTETH PI3HUX O3HAK HA OCHOBI
PI3HUX KpHUTEPIiB.

byno crBopeno tpu rpadiku kopensmii (puc. 3)
JUIsl aHaJli3y B3a€MO3B’SI3KY 3MIiH y TpaHHYHIA IUISHIN
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Ta EeHTpomii s KOXHOI O3HaKM B Habopax HaHUX. s cnabka KOpewsAwLis MiJKPECIoE CKIAgHy MPHUPORY
PesynbraTi cBiguath npo ciabKy KOpesliio, sKa BKa3ye BIJHOILIEHb MDK KOPUTYBaHHSAMH T'DaHUYHOI JUISTHKA
Ha Te, IO 3MiHU B TPAaHWYHIN IINAHIN, X0U i BIUNTUBAIOTH Ta 3araJlkHUM OTPUMaHHAM iHpopMamii B MOZEIIX
Ha CHTPOIIIO, ajie I1e He Ma€ CUCTEMATHYHOTO XapaKTepy. JiepeBa PpilIeHb.

Puc. 1. lepeBo pinieHHs Ha 6a3i kpurtepiro npupocty iHdopmartii

Puc. 2. JlepeBo Ha 06a3i KpUTEPilO Pi3HUL I'PAHUYHUX JUITHOK

Puc. 3. Kopensmis 3MiHI TpaHAYHOI JUISTHKH Ta MPUPOCTY iH(popMarii

[lizcyMOBYIOYH, MOKEMO HArOJIOCHTH, IO IHTErpaIlis JIOTIOMOT OO JIEPEB PIllICHh MA€E MEPCIECKTUBHI PE3yIbTaTH
Teopii TPHONM3HUX MHOXWH Yy KiIacudikamiro 3a B OEAKHX Ha0Opax [OaHWX, OCOOJIMBO B ITOKpPAIICHHI
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TouHOCTI Kiacudikamii. Bisyamizamii HamaroTh OUIbII
rOOKi ySIBIEHHS NP0 T€, SK LS IHTErpauis BIUIMBAE
Ha TIpomec TPUHHATTA pimens Moneneld. Cradka

KOpessiiiss MK 3MiHAMH B TpPaHWYHIA  AUIIHIN
Ta SHTPOIIEID HATOJIONIYE HA HEMOJIKAX 1 CKJIAIHOILIAX
Ii€l IHTerpallii, yKa3yroud Ha HEOOXIMHICTh MOJANTBIIINX
JIOCITI/PKEHb Ta OMTUMI3allii JJsl TOBHOTO BUKOPHCTAHHS
MOTEeHLiaTy Teopii NPUOMU3HMX MHOXHH Y HOBHX

MOJIEJIAX JIEPEB PIllICHb.

BucHoBkH

Ha ocHOBi pe3ysbTaTiB I[OTO JOCIIIPKSHHS MOXKHA
MPUHATH IO BHCHOBKY, IO iHTETpamis Teopii MpuOIH3HUX
MHOXHWH Yy aJTrOPUTMH KIacu]ikamii 3a JOMOMOTOIO
JIepeB pillleHb 3HA4YHO MiABUIINYE iX TPOAYKTUBHICTS,
0COONMMBO B yMOBax pOOOTH 3 HEBHU3HAYCHICTIO
Ta BaromicTio iHdopmamii. Kinbka kio4oBux (axropiB
JIEKATh B OCHOBI YCIIXY IIBOTO TiOPHIHOTO MiAXOY.

1. O6’eanana Mojeab C(PEKTHBHO BHKOPHCTOBYE
nepeBaru

Teopii TNPHONM3HUX MHOXHH Yy poOoTi

3  BaroMiCTIO O3HaK Ta HEBU3HAYEHICTIO JaHUX.
Ll iHTerpaiiss MOXe CIPUATH 3HAYHOMY MOKPAIICHHIO
TOYHOCTI Kiacudikallii, 0co0IMBO B CKIAJHUX HaOOpax
TpaIUIIiHHI

HE IOCATAI0Th BUCOKOI MPOTyKTHBHOCTI.

JaHUX, JIe JiepeBa  pIilIeHb  3a3BHYad

2. AnreOpaivyHuii WiAXiAg OIS Teopii MPUOTH3HHX
MHOXXHH JIONIOMAra€ BJIOCKOHAJIMTH MPOLEC MPUHHATTS
pimens y 3aBmanHi kimacugikamii. Lle mokpamenHs

JTa€ 3MOTY MOJEJi BHSIBIIATH Ta TIYMAuUTH BUTOHYCHI

Cnucok aiTepatypu

3pa3ku Ta B3a€MO3B’S3KM B JaHUX, SIKi MOXYTh

OyTH  TpOMyIICHI  TPATUIIHHUMH  AJITOPUTMaMH
JIepeB PIllICHb.

3. Inrerpauis 30epirae ¢pyHaaMeHTaIbHY HPOCTOTY
JiepeB

H JomaroyM MIIHOCTI Teopil NPHOIM3HUX MHOXKHH.

Ta MOXKIIHBICTh TIIYMa4CHHA piH.IeHB, aJic
Hf[ piBHOBal"a € BAXKJIMBOIO U1 TPAKTUIHOT'O 3aCTOCYBAHHA,

J€ OIHOYacCHO 3HAYYIIUMH € SK TOYHICTh, TaK
1 3py4HICTh BUKOPHCTAHHS.

[MopiBHSUIBHUIA aHAI3 JIOCIIPKEHHsI, 10 MOPIBHIOE
MTOKpAIeHy MOJIENIb JepeBa pIIleHb 13 TpamuIliiftHIMU
ITOPUTMAaMH, PO3KPUBAE IMEPEBark Ta MOTEHIia] OT0o
ribpumHoro migxomy. IHTerparmis He JWINE IMTOKpaIIye
TOYHICTh Kiacu(ikalii, ane i po3MIMPIOE 3aCTOCOBHICTb
JIepeB pilmleHs Ha OUTBIOI CKJIagHI Ta HEBU3HAYEHI
CIIeHapii 00pOOJICHHS TaHHX.

Came TOMy MOXHa 3pOOWTH BHCHOBOK, IO
iHTerpanist Teopii NpUOIN3HIX MHOXHH y KiIacudikamito
32 JIOIIOMOTOI0 JAEPeB PillleHb € MEBHHM IIPOPHBOM.
3IaTHICTh TOKpameHoi MoJei BHPINIyBaTH 3aBIaHHS
HEBM3HAYEHOCTI, a TaKOX ii MPAaKTUYHICTH POOIIATH
i nmyxe e(eKTHBHUM IHCTPYMEHTOM JUIs 3aBIaHb
kmacudikamii JaHWX Yy Ppi3HHX ramy3sx. MaiOyTHi
JOCITIZPKEHHST MalOTh 30CEPEIXKYBAaTHCSI Ha TOJANIBIIOMY
BIIOCKOHAJICHHI Ta 3aCTOCYBaHHI IIi€l Mozmeni, 0co0IMBO
B TalTy3sX, ¢ HEBU3HAYCHICTh JaHNX € 3HAYHUM BHUKIIKOM.
Lle nmocnmiypkeHHS € TIEPCIEKTHBHUM IS CTBOPCHHS
OinbII HamIMHUX, €()EeKTHBHUX 1 TOYHHX IHCTPYMEHTIB
3 METOI0 TIPHHHATTS PIIIEHh B €MOXY BEIMKUX 00CATIB

JIAHHUX Ta CKJIAJHOTO 00po0ieHHs iH(opMarrii.
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BINARY CLASSIFICATION BASED ON A COMBINATION
OF ROUGH SET THEORY AND DECISION TREES

The subject of the study is to improve the accuracy and efficiency of classification algorithms using decision trees by integrating
the principles of Rough Set theory, a mathematical approach to approximating sets. The aim of the study is to develop a hybrid
model that integrates rough set theory with decision tree algorithms, thereby solving the inherent limitations of these algorithms
in dealing with uncertainty in data. This integration should significantly improve the accuracy and efficiency of binary classification
based on decision trees, making them more robust to different inputs. Research objectives include a deep study of possible synergies
between approximate set theory and decision tree algorithms. For this purpose, we are conducting a comprehensive study of the
integration of approximate set theory within decision tree algorithms. This includes the development of a model that utilizes
the principles and algebraic tools of approximate set theory to more efficiently select features in decision tree-based systems.
The model uses the theory of approximate sets to efficiently handle uncertainty and weighting, which allows for improved and
extended feature selection processes in decision tree systems. A series of experiments are conducted on different datasets to
demonstrate the effectiveness and practicality of this approach. These datasets are chosen to represent a range of complexities and
uncertainties, providing a thorough and rigorous evaluation of the model’s capabilities. The methodology uses advanced algebraic
tools of approximate set theory, including the formulation of algebraic expressions and the development of new rules and techniques,
to simplify and improve the accuracy of data classification processes using decision tree systems. The findings of the study are
important because they show that integrating approximate set theory into decision tree algorithms can indeed provide more accurate
and efficient classification results. Such a hybrid model demonstrates significant advantages in dealing with data with embedded
uncertainty, which is a common challenge in many complementary scenarios. The versatility and effectiveness of the integrated
approach is demonstrated by its successful application in the areas of credit scoring and cybersecurity, which emphasizes its potential
as a versatile tool in data mining and machine learning. The conclusions show that integrating approximate set theory can lead to
more accurate and efficient classification results. By improving the ability of decision trees to account for uncertainty and imprecision
in data, the research opens up new possibilities for robust and sophisticated data analysis and interpretation in a variety of
industries, from healthcare to finance and beyond. The integration of approximate set theory and decision trees is an important step
in the development of more advanced, efficient, and accurate classification tools in the era of big data.
Keywords: decision tree classification; approximate set theory; algebraic approach; machine learning.
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V. SHAPOVALOV, O. STRYZHAK

TRANSDISCIPLINARY INTEGRATION OF KNOWLEDGE
IN THE ENVIRONMENT OF A VIRTUAL STEM CENTER

The subject of the article is the role of ontological systems in improving the processes of structuring and analyzing scientific
content, especially in the context of STEM education. The goal of the work is to research and analyze the application of ontological
systems in the context of managing educational materials in STEM education. The use of such approaches is focused on developing
effective methods for structuring and presenting educational knowledge in the STEM education system, emphasizing the importance
of integrating different scientific disciplines to optimize the educational process. In accordance with the purpose, the following tasks
were set: to develop a methodology for creating and implementing ontological systems in STEM education and to develop
the architecture of a virtual STEM center that would provide the implementation of the proposed principles. The research is based on
the following methods: For the development of the architecture of the virtual STEM center, we used UML diagrams. We developed
UML diagrams of roles and activities that illustrate the interaction of different users and systems, as well as demonstrate work
processes and interactions in multi-agent systems. Special attention is paid to activity diagrams, which reflect the processing
of user requests and the interaction of the stemua.science agent with other components of the STEM center. The following results
were obtained: A modular system architecture of the virtual STEM center was developed and described using UML diagrams, which
includes roles such as the STEM center administrator, editor, author, and user, as well as the administrator of the CIT "Polyhedron".
The interaction of these roles with the virtual STEM center is described in detail, revealing the mechanisms of their interaction
and joint work aimed at creating, filling, and editing content in the transdisciplinary STEM center. The process of optimizing
work processes in the modular system of the virtual STEM center is also considered. Ways to fill and use the T-STEM center
in an ontological form have been identified. The interaction of software entities of the T-STEM center in an ontological form
has been analyzed. Conclusions: Based on the conducted research, it is concluded that the use of ontological systems in the
context of managing educational materials in STEM education is an effective method for structuring and presenting scientific content,
promoting the integration of various scientific disciplines, and optimizing the learning process. It is determined that ontological
systems are an effective method for structuring and presenting scientific content, facilitating the integration of various
scientific disciplines, and optimizing the learning process. The modular architecture of the system is found to facilitate efficient
interaction among different roles and automate workflow processes. Integration with a multi-agent system allows for the
use of external data sources and ensures interoperability with other systems. For the further development of the system,
research is needed to enhance the efficiency of role interactions and workflow automation. Additionally, research on integrating
the system with other STEM education systems is necessary.

Keywords: ontological systems; STEM-education; content structuring; data analysis; scientific materials; knowledge;
educational process.

Introduction

Ontological systems are critical for structuring and
analyzing scientific and educational content, in particular
in STEM education (an approach to education based on
the application of science 3, technology, engineering, and
mathematics). They allow us to identify and systematize
which
contributes to a deeper understanding of subject areas.

key concepts and their interrelationships,

Generally speaking, an ontology can be defined
as a certain form of comprehensive and detailed
formalization of descriptions of a certain area of
knowledge that reflect images of the world picture
using a conceptual scheme. Typically, such a scheme
of a hierarchical structure

consists of concepts

(taxonomy) containing all relevant classes of objects,

their relationships and rules accepted in this area of
knowledge. A conceptual scheme means a set of concepts
and information about concepts (properties, relations,
constraints, axioms and rules for using concepts that
are necessary to describe problem-solving processes).
The relationships between these concepts and the axioms
that define the basic rules and principles are fundamental
to creating a coherent ontological structure [1, 2]. In fact,
an ontology is a conceptual and conceptual framework
of all scientific theories without exception.

Ontologies, as a formal description of concepts
and their relationships, are crucial for the exchange
and reuse of knowledge, especially in education [3].
The creation of an ontological structure involves the
use of axioms, which are basic rules and principles,
to define these relationships [4].

© V. Shapovalov, O. Stryzhak, 2023
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This process can be facilitated by the systematic
method, which involves the creation of ontologies in
conceptual and logical-linguistic formats, where the
former is intended for human understanding and the
latter for machine processing [5].

Analysis of the problem and existing methods

Narratives and their ontological mapping STEM
which
processes, facts, and their properties, can be represented

narratives, include descriptions of various
through ontological models. This allows for greater
semantic clarity and structural organization of scientific
and educational texts [2]. Ontological models have been
proposed as a means of structuring and representing
scientific and educational information, which provides
greater semantic clarity and organization [6]. These
models can be used to develop deeply structured
educational tasks, methods, textbooks, laboratory works,
etc. They structurally reflect the semantics of academic
disciplines, which is integrated in a transdisciplinary
manner into interconnected content knowledge bases [7].
The problem of annotating scientific and educational
texts with semantic information has been solved by using
a modular ontology that allows building a reduced
structure useful for automated annotation [8]. In addition,
the development of ontological models for representing
information accumulated by scientific and educational
institutions has been investigated in order to facilitate the
evaluation of their effectiveness [9].

In this context of scientific and educational
activities, ontology can be considered as a certain explicit
conceptualization of a logical theory, a certain calculus
with certain rules. This theory allows to systematize the
categories of reality as those expressed in the language
of meanings of certain statements and utterances [10, 11],
and which are in the content of narrative descriptions.
Particular attention is paid to the presentation of their
display formats. In the process of presenting a narrative
in an ontological format, the contexts of all its concepts
(ontology concepts) are hierarchically interconnected
and distinguished by a strict order relationship.
This determines the conditions for using the concepts of
STEM disciplines in the formulation of educational
and research tasks.

Hierarchically  interconnected  concepts  of
educational narratives form the basis of its taxonomic
representation. Taxonomy in scientific and educational
ontologies plays a key role, allowing to classify and

systematize concepts according to their properties and

interrelationships of their contexts. This contributes to
a better understanding of the hierarchical relationships
between different elements of knowledge [2]. Taxonomy
as a structural platform for the ontology of scientific
and educational narratives is crucial for the classification
and systematization of concepts in STEM disciplines,
as it helps to understand the hierarchical relationships
different of knowledge [16].
This is especially important in the semantic analysis

between elements
of narratives of scientific and technical subject areas
that make up the subject of STEM education, where the
taxonomy of relations can be used to identify semantic
relationships and automatically build ontologies [16].
The use of formal ontology tools such as identity, entity,
unity, and dependency can further enhance the properties
of the taxonomy and improve human understanding [17].
In the context of web documents, the structure of
narratives can be used to highlight relevant concepts
and establish hierarchical relationships between them,
contributing to the creation of a taxonomy [18].

The axiomatic principle of forming STEM narrative
ontologies provides a scientific foundation for teaching
STEM disciplines, based on the basic rules and
conditions on which their scientific concepts and their
Axioms and the
in the
development of ontological systems in STEM education,

interconnectedness are defined [2].
basic principles of their use are crucial

as they provide the basis for scientific concepts and their
interaction [19]. These principles guide the development
of ontologies, ensuring that they are reusable,
application-independent, and easy to maintain [19].
They also play a role in the selection of concepts and
hypotheses, the reconstruction of scientific theories,
and the evaluation of scientific and educational outcomes
of STEM users [20]. Top-level ontologies that describe
domain-independent categories of reality are particularly
important in this regard [21]. The development of
ontological theories based on established work in
various fields further contributes to the creation of
fundamental ontologies [20].

As a tool for displaying taxonomies, oriented
graphs without cycles are most often used, which is
formed by the concepts of educational narratives that
are hierarchically interconnected. This allows us to
consider the contexts of taxonomy nodes as components
of certain knowledge, and to display their entirety
as a fragment of the world picture. However, when
considering the whole variety of taxonomies, the
researcher encounters the phenomenon of the hyper-
property of reflection, which is expressed in the fact
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that all taxonomies can be reflected on themselves.
This reflexive reflection of a taxonomy on itself is verbal
in nature. This can be deduced from the fact that
the nodes of any taxonomy form specific statements
that may have truth values [22].

Interactivity and consolidation in ontological
systems.  Ontological  systems  themselves are
characterized by a high level of interactivity and the
ability to consolidate with other information resources.
This makes it possible to create more flexible and
adaptive models for analyzing and studying scientific
data. To do this, some researchers use logical-linguistic
models and their components — concepts of a certain
sequence of finite-length symbols (SFLS concepts),
which form a certain set of names for marking the nodes
of a taxonomic graph. The taxonomic graph itself
is represented in the format of growing pyramidal
networks (GPNs) [15].

This allows us to consider taxonomies as type-free
constructions in the format of lambda expressions [23].
To prove the truth of taxonomies as a technological
platform for ontologies of arbitrary narratives, the
uniqueness of the SPNs to Bem trees is usually
considered [23-25]. A constructive characteristic of the
type-lessness of Bem trees and their uniqueness of the
GPN is the formation on their basis of technological
conditions for the implementation of taxonomies in order
to ensure the implementation of scientific and educational
narratives of different topics in the STEM environment
and to identify the intercontextual coherence of the
concepts that determine their content [1, 2, 15, 23-25].

The purpose of this article is to study and analyze
the use of ontological systems in the context of learning
materials management in STEM education. The use of
such approaches is focused on the development of
effective methods for structuring and presenting educational
knowledge in the STEM educational system, emphasizing
the importance of integrating various scientific disciplines
to optimize the learning process. In accordance with the
goal, the following tasks have been set: to develop
a methodology for creating and implementing ontological
systems in STEM education and to develop the
architecture of a virtual STEM center that would ensure

the implementation of the proposed principles.

Solving the problem. Materials and methods

later to develop a virtual STEM center template
(stemua.science) and its other components. In this study,
we developed an architecture and described it using UML
(Unified Modeling Language) diagrams to describe the
architectural and software components of a virtual STEM
center for transdisciplinary knowledge integration in
a STEM learning management system. The described
UML diagrams perform different functions in the context
of the article. UML role diagrams are used to illustrate
and analyze the different roles or actors that interact with
a system. They help to understand how different users or
systems interact with the components being developed.
A UML diagram of the agent interaction activity of
a multiagent system shows the interaction between
different agents in a multiagent system. It details the
processes and relationships that occur between different
agents and their impact on the overall functionality of
the system. A UML process activity diagram is used to
describe the flow of workflows or operations that occur
in a system. It visualizes the steps of an algorithm or the
interaction between system components.

The UML process activity diagram of the process of
issuing user request results demonstrates how the virtual
STEM center system processes user requests and returns
results. It is useful for explaining the mechanisms of user
interaction with the system and receiving answers.
Interaction diagram of the stemua.science agent: shows
how the stemua.science agent interacts with other
components or agents of the virtual STEM center.
It is important to reflect the role of this agent in the
overall architecture and its impact on workflows.

Results

In the course of the study, we developed the
architecture of a virtual STEM center, which was used

Transdisciplinary integration of management roles
in the modular architecture of a virtual STEM center

Moving on from the conceptual description of
ontological systems and their importance for structuring
scientific content, especially in the context of STEM
education. We will consider the architecture of a virtual
STEM center, which provides for specific roles, such
as STEM center administrator, editor, author and user, as
well as the administrator of the CIT (Cognitive
Information Technology) "Polyhedron". The discussion
focuses on the interaction of these roles with the system,
revealing the mechanisms of their interaction and
collaboration aimed at creating, filling and editing
content in a virtual STEM center, which is fundamental
information flow and

to ensuring an effective

development of the educational process.
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The architecture of the virtual STEM center
includes roles such as STEM center administrator, editor,
author, user, and administrator of the Polyhedron CIT.
The architecture provides for the interaction of these roles
in order to create a single field for them to fill and edit the
educational resources of the virtual STEM center.
It is advisable to consider the capabilities of each user
and model their behavior in its environment.

The STEM center administrator determines its basic
settings and provides access to users, determining their
additional capabilities. The virtual STEM center settings
include upgrading resources and ensuring data structuring in
the system. The STEM center is based on the API (Application
Programming Interface) client server architecture, which
is operated by the STEM center administrator.

The main material is prepared by dispersed authors
who have access to the virtual STEM center using their
own automated workstations (offices), which provide the
appropriate functionality that imitates the traditional
functionality of text editors familiar to authors. It is
assumed that teachers of schools and institutes, as well as
methodologists, will play the role of authors. The author
has the functionality to create and edit materials.

In order to ensure that the STEM Center template
(stemua.science) provides high quality content, the role

Fig. 1. Ways to use the virtual STEM center

Modeling user functional processes
in a virtual STEM center using UML diagrams
To display behavioral models for different users
performing different functional tasks in the virtual STEM

of a publication editor is envisaged. The editor checks
the quality and style of writing, completeness of
sentences, and grammar of the texts uploaded to the
STEM Center. Accordingly, the role of the administrator
includes the functionality of validating and publishing
materials previously submitted by authors for publication.

After the data is entered into the virtual STEM
center, it is structured in accordance with the standard
provided by the ARI exchange protocol and transferred
to the STEM center based on the Polyhedron CIT, which
provides for the automated generation of structured
data sets in the form of ontological graphs that can
provide  transdisciplinary  educational = materials.
The administrator of the Polyhedron CIT ensures that
data is received according to a certain standard and
that ontologies are generated automatically.

After completing the entire cycle, STEM Center
users can use the content of the STEM Center. Users have
the functionality of working with a search engine, using
the functions of selecting and filtering materials, and
further viewing educational information.

The described process is a complete cycle of
creating and using information based on a virtual STEM
center. Detailed scheme of roles of a virtual STEM

center (Fig. 1).

center, the processes are described using UML diagrams
of the interaction activity of the agent of the multiagent
system of the virtual STEM center and its subsequent
automated transformation into a structured information
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resource of the virtual STEM center (Fig. 2), the process
of issuing the results of the request of users of the virtual

STEM center (Fig. 2), the process of working with the
resource of the virtual STEM center (Fig. 4).

Fig. 2. UML diagram of the activity of interaction of the agent of the multi-agent system virtual STEM center

and its further automated transformation into a structured information resource of the virtual STEM center

As can be seen from Fig. 2, to ensure the interaction
of the agent of the multi-agent system of the virtual
STEM center with the STEM center itself, a process is
provided on the software side of the stemua. science
agent, which consists of initializing a web resource,
querying the database, depending on the type of query
(determined by the user) to the database, the process can
take place in two milestone flows — the formation of the
page and the subsequent process of completing the work
or creating a new resource (step querying the database);
or the process of interaction between the stemua.science
agent and the virtual one is initiated.

To simplify, systematize, and structure the STEM
center data, the virtual STEM center uses an algorithmic
mechanism for issuing the results of the virtual STEM
center users' queries (Fig. 3), which involves the stage of
initialization of the web resource and further milestone

variability, which involves the display of all materials in
a list, filtering by subject or filtering by type of material
at the choice of the virtual STEM center user; based on
the user's request, a list of virtual STEM center objects is
generated that matches the user's request. After that, the
process can be repeated or completed.

Optimizing workflows
in the modular system of a virtual STEM center
The process of working in a virtual STEM center
is initiated by activating the Polyhedron information
(ITC),
existing ontologies created in advance. Automated data

technology complex where users review
processing is realized with the help of integrated
modules of the Polyhedron ITC, which include Synopsis,
Confor, Editor, Alternative, Search Engine, Linguistic

Corpus, and Crypto.
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Fig. 3. UML diagram of the activity of the process
of issuing the results of the request of users
of the virtual STEM center

The data in the vertices of taxonomic graphs are
processed in the Alternative module, which allows
processing large data sets and selecting vertices with
relevant semantic data and ranking ontological vertices
by integral characteristics according to the user's request.

STEM-oriented systems are transdisciplinary and
contain ordered disparate data sets that can be processed
(filtered) according to the wuser's request to select
information by the requested authors, attributes, subjects,
and types, or to rank according to the user's request.

After processing by the Alternative module, sets of
objects are formed and the user is given the opportunity
to view them in a transdisciplinary view. Such processed
data is subject to contextual linking of information
resources and can be

presented in an object

representation,  tabular  representation,  graphical
representation, in the form of an ontological prism
or in an ontology in the form of web resources. The user
of the virtual STEM center can complete the work
with the virtual STEM center or go through the
algorithmic actions starting from the milestone of
choosing options for forming sets of objects again.
The UML diagram of the activity of the process of
issuing the results of the request of users of the virtual

STEM center is shown in Fig. 4.

Fig. 4. UML diagram of the activity of the process
of issuing the results of the request of users
of the virtual STEM center

As can be seen from Fig. 5, there are several ways
to fill and use the T-STEM center in ontological form.
An expert using the program module "Outline" can
generate basic information to fill the T-STEM center.
With the help of a recursive reducer, such basic
information is processed and arrays of methods and
research papers are formed. The methods and research
works formed are read by queries using the Polyhedron
and Alternative APIs, which in turn form a data array
for the ontological configuration analysis module.
The ontological configuration analysis module generates
content that can be displayed and processed in the
ontological workbench and further processed in the
testing module. The user of the testing module can
use the material data to select them according to the
query criteria.

In addition, the ontological configuration analysis
module can receive information from the editor through
ontological configurations. The information processed
by the ontological configuration analysis module
can be used for viewing in the viewer and, in particular,
in the form of an ontological prism. The ontological
data through the viewer can be processed in the
Alternative software, which can also be accessed

directly through the Alternative APL
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Fig. 5. General representation of the interaction of program entities of the T-STEM center in ontological form

Another way of filling is to use the administrative
panel of the STEMUA templating tool and further use the
REST API. The ontological entities of the T-STEM
center are generated by analyzing natural language texts
with the "Synopsis" module, processed by the "Indexer"
module and using the REST API by converting data from
the MySQL database into the XML format of ontologies.

In addition, the ontological T-STEM center can use
data from external sources. To do this, the material from
external resources is indexed by an indexer and an array
of data on methods and research works is formed using
the Indexer API.

The formation of data arrays is based on previous
studies and provides for additional automation of
a number of processes and simplification of data entry
and formation of taxonomic arrays with data in the nodes.
To process the input data and create relevant information
output, the ITC "Polyhedron" software modules are used.
For this purpose, an architectural solution has been
developed, which consists in using the data of agents
of a multiagent system. Let us consider the architectural
solution on a practical example of using the external
agent stemua.science and other external agents as sources
of ontological data.

The formation of a display for the end user is
created using the Polyhedron API or, if necessary, the
Alternative API. The Polyhedron API transmits data
to the ontological configuration analysis module, which,
based on the analysis of the received data, loads the
Ontology Viewer or the Ontology ARM.

The author of the publication creates content and
enters it into the virtual STEM center, where the
publication editor automatically generates, formats and
processes the content. If the virtual STEM center has
successfully processed the entered data, it generates
a report on the content's compliance and notifies the

author. In response, the author generates a confirmation
request for the content to be published. The publication
editor transfers the processed data to the database,
where the exchange process is initialized using data
exchange protocols. The exchange process includes
saving and structuring and receiving a response about
the successful completion of the process. The database
generates a request for data exchange from the multi-agent
system to the controller for initializing the resource
interoperability point. A data tracer passes between
the database and the resource interoperability point
initialization controller.

Using the data obtained from the stemua.science
agent database, the resource interoperability point
initialization controller provides the generation of a data
array in the standard defined by the protocol, where the
data is actually transferred, which involves the formation
of a request from the ontological database creation
controller and a response from the angent. After that,
an exchange XML file is generated and the data is
transferred to the multi-agent system of the CIT "Polyhedron".

The XML file is automatically transferred to
the CIT "Polyhedron" administrator's office, where the
administrator can perform a number of actions, including
making a decision on saving. Further, the architecture of
the virtual STEM center provides for the process that was
previously proposed, which consists in recording in
an ontological database. From the ontological database,
it becomes possible to process the data with the tools of
the CIT "Polyhedron", in particular, to receive a request
from the user for interoperable interaction and calculation
using semantic and integral characteristics. The processing
takes place in the "Alternative" module.

In accordance with the proposed architecture, the
user has the option of using the resource in the agent's
database, using a taxonomized resource located in
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the CIT "Polyhedron", or using data processed by the
Alternative module. The diagram of interaction between

the stemua.science agent and the CIT "Polyhedron" is
shown in Fig. 6.

Fig. 6. Diagram of interaction between the stemua.science agent and the CIT "Polyhedron"

Structure and Functionality of Classes
in the Modular System of the Virtual STEM Center

To ensure the integral functioning of the virtual
STEM center, the architecture provides for the use of
classes that can be divided into controller classes,
data classes, and processing classes (Fig. 7).

The STEM center controller provides the use
of agents of a multi-agent environment by generating
request-responses from disparate web environments
(for example, those using wordpress).

To generate structured information, the models
of ontograph, node, property, alternative, criterion, and
dessiontask were developed earlier.

The Ontograph class is responsible for displaying an
ontological graph consisting of a set of graph nodes and
allows you to access the parent and child nodes and
elements of the selected node. Ontograph provides quick
access to each node by its name or unique identifier.
It uses xml/json to load and save the ontological taxonomy.

The Node class is used to generate information
about the point itself and its attachments. This class
ensures the correct storage and use of information about
the name, properties, related nodes and vertices.

The Property class is used to store and display the
properties of each vertex. It also contains tools for
managing the properties of a node, including defining
the property class, adding, editing, and deleting.
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Fig. 7. Diagram of T-STEM center classes

The DecisionTask contains information about the
ranking model, alternatives, and criteria, and allows you
to use nodes for ranking tasks. It allows you to create
weighting factors.

The NodeAlternative class is used to solve problems
of alternatives. It is derived from the Node class and is
compatible with Ontograph. It contains algorithms for
processing properties and attributes.

The Criterion class is used to solve optimization
problems and uses information about the properties of
a point and forms criteria from them, including the name,
range of possible values, and optimization vector.

Services are an important component of a virtual
STEM center that use models to generate structured data
sets from unstructured ones, in particular, agents of
a multi-agent STEM center. These services include
Ontology Analyzer, Ontology Analyzer, Taxonomic
Analyzer, and Property Interpreter.

OntologyAnalyser generates ontologies according
to the models. This class allows you to use ontological
nodes and taxonomic structure to form a task of
ranking alternatives based on an ontological model.
The OntologyAnalyser analyzes the ontology and extracts
information from it and generates data sets that are
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further processed. It works in a complex and includes
the TaxonomicAnalyzer and PropertyInterpreter classes.

The TaxonomicAnalyzer class analyzes the taxonomy
and separates the nodes that contain relevant data and
can be used as alternatives from those that do not contain
relevant data and cannot be used as alternatives.
It provides labeling of such vertices and passes the task
formation for filtering vertices and alternatives.

The Propertylnterpreter class provides the formation
of an array of input data of all vertices that can be used to
process alternatives. It also provides the definition of
common properties of alternative objects that form arrays
of criteria for ranking and filtering.

Since the data in the virtual STEM center are
formed by significant arrays of heterogeneous data, it is
important to process them using the alternative tool for
ease of use. Therefore, additional ranking classes are
used, such as the solution of the formed problem of
ranking alternatives (MCDMWorker), the class of the
algorithm for solving the problem of ranking alternatives
(MCDMAlgoritm), the class of the method of weighted
sums of criteria (AlgoritmWSM), the class of using the
ideal point method (AlgoritmMIP), the class of using the
method of multi-attribute evaluation (AlgoritmMAVT).

The MCDMWorker class creates a problem of
ranking alternatives to be solved based on its model,
which is the mathematical core of the virtual STEM
center. That is, this class aggregates the results obtained
and forms the final result.

The abstract class MCDMAIlgoritm provides data
preparation for other classes. It uses methods for
calculating criterion values by interpreting the criteria,
ensures the generation of a single database by reducing
the data of specific vertices (criterion values) to
a common numerical scale. It also uses algorithms for
using weighting coefficients for each criterion.

After the data and criteria required for processing
are formed, specialized classes are used to perform
calculations using various methods. For example, there
are classes for solving the problem of ranking alternatives
using the weighted sums of criteria method
(WSM; AlgoritmWSM), using the method of ideal
point (MIP; AlgoritmMIP), using the method of multi-
attribute evaluation (MAVT; AlgoritmMAVT).

The main entities of a virtual STEM center are
Author,
Each of these entities contains data that is necessary

Editor, Administrator, User, and Material.

for the processes described in the behavior diagrams

of the virtual STEM center. The virtual STEM center
contains information about the unique administrator
(AdminID), his/her (Name) and
permissions (Prirogatives) related to the administrator
entity; the (AuthorID), (Name),
permissions (Prerogatives) and materials (Materials)

identifier name

identifier name
related to the author; EditorID, Name, Prerogatives,
and ValidatedMaterials related to the editor; MateriallD,
URL, TextData, Abstract,
Published, and TimeStamp related to the materials.
A diagram of the relationship between the T-STEM
Center entities is shown in Fig. 8.

an array of properties,

Conclusions.
Prospects for further development

This article addresses the urgent problem of
systematizing large volumes of unstructured text in
a global environment. The focus is on developing
a model, methods, and tools for transdisciplinary
representation and integration of this data. This research
is important in several ways: The paper demonstrates
the use of recursive reduction and other modern
techniques to improve the efficiency of information
retrieval, processing, classification, and selection.
Implementation The transdisciplinary integration that
promotes the creation of a modular system in STEM
centers contributes to the development of innovative
teaching and research methods. Implemented interactive
modules and tools, such as "'Synopsis", "Confor",
"Editor", significantly improve user interaction with
the content of the STEM environment. The recursive
reduction method with a number of transformations was
used to achieve the predicative form of ontologically
specified descriptions, which facilitates deeper analysis
and understanding of STEM educational content.

Using UML diagrams, we visualized the functional
processes and interactions between different users
and components of the virtual STEM center, providing
a deeper understanding of its structure and functionality.
The proposed virtual STEM center provides high
flexibility and scalability, which allows it to adapt
to the changing needs of users and expand as needed.
The use of the category of transdisciplinarity helps to
integrate various educational disciplines, facilitating
the processes of synchronization of STEM education
disciplines and intellectual exchange and cooperation

in teaching the basics of science.
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Fig. 8. Diagram of relationships between T-STEM center entities

In general, the study provides a significant
contribution to the development of scientific approaches
to managing large amounts of information, especially
in the context of transdisciplinarity of educational
narratives, becoming an important element in the field of
STEM education and research and education activities.

Prospects for further development of the research
presented in this article promise to be large-scale
and diverse, as they cover a number of key areas
of use and improvement of scientific and educational
disciplines. The main directions for further development
can be outlined as follows:

Given the success of designing ontology-driven
educational

transdisciplinary representation of

narratives as large arrays of unstructured information,
the possibility of expanding their use in teaching
disciplines is being considered. This may include
public administration, industry, science, education,
media, and other areas where effective information
processing and structuring is key. The structured
representation of information implemented in the
virtual STEM center environment creates the basis
for the implementation of decision support systems
in the course of performing educational and research
tasks. This can significantly increase the efficiency
of the scientific and educational process.

The use of the developed virtual STEM center

in education and science opens up new opportunities
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for improving the quality of the educational process engage students and researchers in deeper study
and research. In particular, it can help to better of various disciplines.
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TPAHCANCHUIIJITHAPHA IHTETPALIISA 3BHAHD
Y CEPEJOBHUIII BIPTYAJIBHOI'O STEM-LIIEHTPY

IlpeaMeT ROCTIIKEHHS — pOJNb OHTOJOTIYHMX CHCTEM Y BIOCKOHAJCHHI IIPOLECIB CTPYKTypyBaHHS Ta aHali3y HayKOBOTO
KOHTEHTY, 0co01uB0 B KoHTeKcTi STEM-ociTn. MeTa poboTu moisrae y OOCHIIKCHHI Ta aHaJli3i 3aCTOCYBaHHS OHTOJIOTiYHHX
CHCTEM Y KOHTEKCTi YIpaBiiHHS HaBuanbHUMK Matepianamu B STEM-ocBiti. BukopucranHs Takux MiIXOAIB 30CepeKeHe
Ha pO3pOOJICHHI €(QEeKTUBHHX METOMIB CTPYKTypyBaHHS Ta TIIOJAaHHA HAaBYANBHUX 3HaHb B OCBiTHIH cucremi STEM,
3 OISOy Ha BaKIUBICTH IHTErpamii pi3HUX HAyKOBHUX NUCLUIUIIH JUIA ONTHMi3alii HaBYAJIBHOTO Ipolecy. BiamoBigHo m0 MeTH
BU3HAYEHO TaKi 3aBHAHHS: PO3POOMTH METOMOJIOTII0 CTBOPEHHS Ta BIIPOBA/PKeHHS OHToJNOriuHHX cucreM y STEM-ocsity
Ta PO3pOOUTH apXiTeKTypy BipTyanpHOro STEM-1IeHTpY sK mumaTdopMu TpaHCOUCHUILTIHApHOI iHTerpamii cuctem 3HaHb (T-STEM),
mo BrpoBakyroThcss B STEM-ociti. [IpoBeneni TocmiKeHHS IPYHTYIOTBCS Ha TaKUX METOAX: Ui PO3POOJICHHS apXiTEKTypH
BipryanmsHoro STEM-nientpy 3actocoBano UML-giarpamu; ctBopeno UML-miarpamu posieid Ta akTHBHOCTEH, IO LIIOCTPYIOTH
B3a€EMOJIII0 PI3HUX KOPHCTYBAdiB 1 CHCTEM, a TaKOX JEMOHCTPYIOTH poOOUi MpOIECH Ta B3a€MOJIl y MyJTHareHTHHX CHCTEMaxX.
OcobnuBa yBara NPUAUISETBCS AiarpaMaM aKTHBHOCTEH, IO BiITBOPIOIOTH OOpOOJICHHS 3amHTiB KOPUCTYBAauiB i B3a€MOJII0
areHra stemua.science 3 iHmmMMH KomrnoHeHTamMH STEM-mentpy. JlocsrHyTO Takux pe3yJabTaTiB: PO3pOOJIEHO Ta ONUCAHO
3a gomomoroto UML-giarpam apxiTektypy MonyibHOi cucteMu BipryamsHoro STEM-meHTpy, mo mnepembadae Taki podi,
sk aaminictpatop STEM-1ieHTpy, penakrop, aBTop i KopucTyBay, a Takox aaminictparop KIT "Tlomienp". [leransHo omucaHo
B3aeMOJif0 IUX poisiei 3 BipryansbHuM STEM-nmeHTpoM Ta BOAHOYAC PO3KPHUTO MEXaHI3MM X B3a€MOJil Ta CHUIbHOI PoOOTH,
CIPSIMOBaHI Ha CTBOPEHHS, HAMOBHEHHS Ta PeAaryBaHHA KOHTEHTY B cepemowii BipryansHoro STEM-nientpy. Takoxk po3risHyTo
nporec onTuMizanii poOOYMX mMpoleciB y MoAynbHiN cuctemi BipTyanbHoro STEM-nentpy. Bu3HadeHO HUISXM HAIOBHEHHS
ta BukopuctaHHs T-STEM meHtpy B oHTOnOriuHOMy ¢opmari. IIpoaHamizoBaHO B3a€MOZII0 TPOTPAMHHX CYTHOCTEH
T-STEM neHTpy B OHTONOTiYHOMY BHUTJiAi. BucHOBKM. Ha oOCHOBI mNpOBelE€HOTO JOCHIIKEHHS 3pOOJIEHO BHCHOBOK,
0 BUKOPUCTaHHS OHTOJIOTIYHHUX CHUCTEM Yy KOHTEKCTi YNpaBliHHS HaBYalbHMMH Matepiatamu B STEM-ocBiti € edexTHBHHM
METOJIOM CTPYKTYpYBaHHS Ta IOJAHHS HAYKOBOTO KOHTEHTY, IO CIpHsE iHTErparii pi3HNX HayKOBHX AWCHIHUILUIIH Ta ONTHMIi3amil
HAaBYAJBHOTO Tporecy. Bu3HadeHo, IO OHTONOTIUHI CHCTEMH € e(QeKTMBHHM METOJOM CTPYKTypyBaHHS Ta MOAAHHS
HAyKOBOTO KOHTEHTY, IO CHpHSE IHTErpanii pi3HHX HAyKOBHX IHUCIMIUIIH Ta ONTHMIi3alil HaBYAJIBHOTO MPOIECYy. YCTaHOBIICHO,
0 MOIyJIbHA apxiTekTypa BipTyamsHoro STEM-meHTpy 3abesmedye eheKTHBHY B3a€eMOJII0 Pi3HHX poiied Ta aBTOMAaTH3amilo
pobounx mporeciB. IHTerpamist 3 MyJIbTHAr€HTHOIO CHCTEMOIO Ja€ 3MOTY BHMKOPHCTOBYBaTH 30BHILIHI kepena iHdopmarii
Ta 3abe3nedye iHTepolnepabeNbHICTh 3 IHIMMMHU cucTeMaMu. [ mojambmoro po3BuUTKy BipTyansHoro STEM-umeHTpy HeoOXimHO
JOCIITUTH TiABUIIEHHS e()EeKTHBHOCTI B3a€MOJIl Pi3HUX poJiei Ta aBTOMaTH3amlii pododnx mporeciB. Takoxk IIaHy€eTbCS BUBYUTH
inTerpauiro Bipryansaoro STEM-tienTpy 3 inmmmu cuctemamu STEM-ocBitu.

Knrouosi cioBa: ontosoriyna cuctemy; STEM-ocBiTa; CTpyKTypyBaHHS KOHTEHTY; aHaji3 JaHWX; HAyKOBi Marepiaim;
3HAHHA; OCBITHIH Tpo1iec.
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Y. SHOVKOVYI, O. GRINYOVA, S. UDOVENKO, L. CHALA

AUTOMATIC SIGN LANGUAGE TRANSLATION SYSTEM
USING NEURAL NETWORK TECHNOLOGIES AND 3D ANIMATION

Implementation of automatic sign language translation software in the process of social inclusion of people with hearing
impairment is an important task. Social inclusion for people with hearing disabilities is an acute problem that must be solved
in the context of the development of IT technologies and legislative initiatives that ensure the rights of people with disabilities
and their equal opportunities. This substantiates the relevance of the research of assistive technologies, in the context of
software tools, such as the process of social inclusion of people with severe hearing impairment in society. The subject of research
is methods of automated sign language translation using intelligent technologies. The purpose of the work is the development
and research of sign language automation methods to improve the quality of life of people with hearing impairments in accordance
with the "Goals of Sustainable Development of Ukraine" (in the "Reduction of Inequality" part). The main tasks of the research
are the development and testing of methods of converting sign language into text, converting text into sign language, as well as
automating translation from one sign language to another sign language using modern intelligent technologies. Neural network
modeling and 3D animation methods were used to solve these problems. The following results were obtained in the work:
the main problems and tasks of social inclusion for people with hearing impairments were identified; a comparative analysis
of modern methods and software platforms of automatic sign language translation was carried out; a system combining the
SL-to-Text method is proposed and investigated; the Text-to-SL method using 3D animation to generate sign language concepts;
the method of generating a 3D-animated gesture from video recordings; method of implementing the Sign Languagel to
Sign Language2 technology. For gesture recognition, a convolutional neural network model is used, which is trained using
imported and system-generated datasets of video gestures. The trained model has a high recognition accuracy (98.52%).
The creation of a 3D model for displaying the gesture on the screen and its processing took place in the Unity 3D environment.
The structure of the project, executive and auxiliary files used to build 3D animation for the generation of sign language concepts
includes: event handler files; display results according to which they carry information about the position of the tracked points
of the body; files that store the characteristics of materials that have been added to certain body mapping points. Conclusions:
the proposed methods of automated translation have practical significance, which is confirmed by the demo versions of the
software applications "Sign Language to Text" and "Text to Sign Language". A promising direction for continuing research
on the topic of the work is the improvement of SL1-to-SL2 methods, the creation of open datasets of video gestures, the joining
of scientists and developers to fill dictionaries with concepts of various sign languages.

Keywords: automation of sign speech; animated character; body position tracking; people with hearing impairments;
sign language; neural networks; gesture recognition; ukrainian sign language; sign language translation; reduce inequality.

Introduction According to the World Health Organization

(WHO), approximately 1.5 billion people (approximately

Sign language is one of the oldest ways of 209, of the population) worldwide have hearing

communication for people with hearing impairments impairments, of which 430 million are completely deaf

in all cultures, with its own rules and norms. However, (approximately 5.7% of the population) [1]. More than

despite the fact that sign language is no less important 44 thousand people with hearing impairments are

than verbal language, it has not received sufficient
attention in research. This language consists of gestures,
each of which is performed with the hands in
combination with body position, facial expressions, shape
or movement of the mouth and lips. The use of sign
languages by people without hearing loss is secondary,
but quite common, because there is often a need to
communicate with people with hearing loss who use
sign language. The use of sign language instead of
voice communication can also be useful in situations

where voice communication is impossible or difficult.

registered with the All-Ukrainian public organization
Ukrainian Society of the Deaf. These citizens need
attention and protection because of their hearing
impairment, especially during the military aggression
on the territory of Ukraine.

Today, many web developers are trying to make
their sites more accessible to people with hearing
impairments. For this purpose, in particular, WCAG web
accessibility standards are used [2]. It should be noted
that in most developed countries there is legislation
that obliges organizations and companies to provide

© Y. Shovkovyi, O. Grinyova, S. Udovenko, L. Chala, 2023
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accessibility to their resources for users with various
disabilities, including people with hearing impairments.
The use of special software tools allows this category
of people to develop the practical skills and abilities
necessary for education, communication with the outside
world, assimilation of information, further employment,
building a professional career and living in general.
The Decree of the President of Ukraine "On the
Sustainable Development Goals of Ukraine for the period
up to 2030" (in the part
recommends taking this aspect into account when

"Reducing Inequality")

determining the directions of scientific research [3].

Thus, social inclusion for people with hearing
impairments is an acute problem that needs to be
addressed in the context of the development of
IT technologies and legislative initiatives that ensure
the rights and equal opportunities of people with
disabilities. This justifies the need and relevance of
researching assistive technologies and software tools
to facilitate the social inclusion of people with severe
hearing impairments in society. Such impairments are
partially compensated for by creating appropriate living
conditions, which are achieved with the help of modern
information technologies. The problem of using sign
language is that this type of communication is extremely
important for people, especially for those who have
limitations in verbal communication, such as people
with autism or hearing impairments. In addition, the
growth of globalization and intercultural communication
has made sign language even more relevant, as it can
influence the perception of cultural differences and
promote mutual understanding between people from
different cultures and language groups. The study of sign
language can open up new opportunities for those
who have limitations in verbal communication and help
to understand which gestures are acceptable for different
cultures and situations.

Ukrainian Sign Language (USL) is a natural language
system that is transmitted by visual and gestural means
and has its own lexical and grammatical structure [4].
It has naturally developed and serves as a primary mode
of communication for individuals using sign language
residing in Ukraine, whether currently or in the past.
In the 20th century, the USL began to develop actively
and become more standardized. In 1963, a scientific
laboratory of sign language was established at the
Shevchenko
As of January 1, 2022, there were about 40 preschools

Taras National University of Kyiv.
in Ukraine with deaf children under 6 years of age and

60 specialized general education schools for deaf

students between the ages of 6 and 18. From 2006
to 2018, the regulatory authority in Ukraine that was
responsible for the study of linguistic features and the
development of DMC published textbooks, manuals
and scientific articles. The COVID-19 pandemic had
a significant impact on the communication of people
with hearing impairments around the world. As most
people with hearing impairments depend on lip
reading and visual communication, the introduction of
restrictions and recommendations on social distancing
and the use of masks became significant barriers to
communication. Since February 24, 2022, the hostilities
have particularly exacerbated the isolation and alienation
of deaf Ukrainians and increased the threat to their lives.
Ukrainians with hearing impairments faced a number of
problems during the martial law: first, they do not have
access to information about air alerts, as they cannot
hear sirens or telephone signals; the second problem
was the lack of access to the local administration's
hotline, rescue service, remote consultations of medical
and psychological workers, volunteers, etc.

Raising awareness and understanding among
the general public of the problems faced by people with
hearing impairments should help reduce discrimination
and improve attitudes towards this category of people.
To solve these problems, experts and specialists in the
field of sign language interpretation, linguistics, artificial
should be

involved to comprehensively address the problems

intelligence, and software development
described above. It is necessary to offer accessible
software applications for easy use in everyday life,
as this will help to ensure the rights of people with
hearing impairments and their participation in society.
Therefore, the study of models and methods of automated
sign language translation (namely, translation of sign
language into text or sounds and vice versa, as well as
translation from one sign language to another sign
language) is an urgent task.

Comparative analysis of existing sign language
interpretation systems and technologies.
Purpose and objectives of the study

Modern technologies that are used to communicate
between people with hearing impairments can be
classified according to the following features:
a) the possibility to choose a sign language (SL):
one or more;
b) the type of translation:
— Speech — Text;
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— SL — Text;

— SL — Text — Speech;

— Text — SL;

— Speech — Text — SL;

— Text — Speech;

— Textl — Text2;

— Speechl — Speech2;

—SL1 — SL2;
c) the object of translation: a person or a program.
Speech — Text is an important type of
communication for people with hearing impairments.
An example of this is the use of subtitles, which can be
useful for a variety of reasons: to help people with
hearing loss who cannot clearly hear or understand the
language used in a video or movie; to improve language
comprehension (particularly in foreign language learning);
to improve listening (subtitles can help people improve
their listening skills by allowing them to listen more
closely and understand content); to allow content to be
translated into other languages, allowing people from
different countries and cultures to understand the content.

Speech — SL is also a common type of communication

from a hearing person to a person with a hearing
impairment. This method describes the work of sign
tasks
real-time translation of direct speech for hearing impaired

language interpreters, whose main include:
people who interact with the world using SL; preparation
for important events (conferences, meetings and other
events where hearing impaired people may be present);
creating subtitles for videos and movies to make them
accessible  individuals

more with  hearing loss;

preparation of educational materials for hearing
impaired people to provide them access to education.
are used in

Sign language interpretation systems

various industries, including education, medicine,
government agencies, etc. In particular, they use services
such as Google Meet, Zoom, Skype Translator, WebEx,
Microsoft teams, as well as applications for mobile
devices (Ava, iTranslate, Sorenson Buzz). Some of these
services provide free access to sign language
interpretation, while others may be paid. A common
mobile application from Microsoft is the Seeing Al app,
which uses machine learning and artificial intelligence
to help people with visual impairments. The program is
available for iOS and Android and can be downloaded
for free from the App Store or Google Play. One of the
main features of Seeing Al is sign language recognition,
which allows the user to translate gestures into text in
several languages, including Ukrainian. To do this, you

need to point the camera of your mobile device at the

person using the app, and the program will automatically
recognize gestures and translate them into the text for
chosen language.

Let's analyze the programs and technologies that
allow you to translate text into SL (Text — SL). Some of
them are used for online translation, while others are
institutions and

designed for wuse in educational

rehabilitation centers. The most popular programs
for translating text into SL include Signing Savvy,
VL2 Signing Avatar, Spread The Sign, ProDeaf, and
Hand Talk. Signing Savvy's online sign language
dictionary allows users to look up and translate words
and phrases into sign language, and provides videos
demonstrating how to perform gestures and options
for adjusting the video recording speed.

Let's take a look at some programs and technologies
that use 3D animation to translate text into sign language.
These programs typically use computer vision and
to create animated

machine learning technologies

characters that can perform gestures and convey

messages into sign language. The most popular

programs of this type include SigningAvatar,
JASigning, and Signily. SigningAvatar is a system that
automatically translates text into SL using 3D animation.
This technology allows users to enter text in natural
language and receive videos with translation in the GUI.
The main advantages of SigningAvatar are automatic
translation, high accuracy, multilingualism, and ease
of use. Disadvantages of SigningAvatar: American
English-language version of the SL; limited set of
gestures; limited user options (SigningAvatar does not
allow users to create their own gestures or edit
existing gestures).

Currently, there are several software-based sign
language interpretation systems in Ukrainian that can be
useful for people with hearing impairments (in particular,
SignTalk, Ava, and SignAll). SignTalk is a software-
based sign language interpreting system that uses SL
to transmit messages between hearing impaired users
and non-HSL users. SignTalk has a Ukrainian-language
interface and can be used on computers and mobile
devices. Ava is an application for mobile devices
that uses machine learning to translate speech into text
in real time and supports several languages, including
Ukrainian. SignAll is a software system that uses modern
gesture  recognition technologies, including deep
learning, to accurately translate speech into Ukrainian
text in real time. The system uses three video cameras
and one graphics card to collect and process information

about hand movements and gestures.
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It should be noted that mentioned systems, which
are used to communicate bitween individuals with
hearing loss, are constantly being improved using various
of artificial
3D animation tools.

modifications neural networks and
Let us consider some results of modern research
concerning the practical implementation of communication
methods for people with hearing impairments and
confirming the relevance of the problem of creating
software tools for automating sign language interpretation.
Article [5] presents an overview of some methods of
segmentation techniques for recognizing hand gestures.
This study is aimed at using hand gesture recognition for
sign language interpretation in the process of human-
computer interaction. Segmentation uses various hand
detection schemes with the necessary morphological
processing. Paper [6] describes a system capable of
efficiently converting sign language gestures into spoken
language. This system aims to provide voice output in
various regional languages. In article [7], proposed
model extracts temporal and spatial characteristics
after capturing a video sequence. To extract the spatial
characteristics, a program was used to determine the
landmarks of the face, face, and pose using various types
of RNNs (recurrent neural networks), including LSTM
and GRU. Paper [8] proposes a variant of the perceptual
computing user interface that allows computers to capture
and interpret human gestures as commands. Paper [9]
proposes a system for recognizing hand gesture images
using modern image processing methods. During image
segmentation, skin color detection and morphological
operations are performed to accurately segment a part of
the hand gestures. Then, a heuristic manta ray feature
optimization (HMFO) technique is used to optimally
select features by calculating the best fitness value.
Paper [10] proposes a method for detecting 3D objects
based on a point cloud and a graphical neural network
(GNN) in combination with an attention mechanism.
The paper [11] proposes a spatio-temporal GCN model
for adaptive construction of spatio-temporal graphs that
allow creating sign language recognition datasets based
on a video skeleton. Article [12] provides an overview of
research based on the use of hybrid recurrent neural
networks (RNNs) to build a gesture recognition system
that can reduce the number of classification errors and
increase the stability of recognition. Article [13] provides
an overview of research based on the use of hybrid
recurrent neural networks (RNNs) to build a gesture
recognition system that can reduce the number of
stability of

classification errors and increase the

recognition. In article [14], a convolutional neural network
model for hand gesture recognition is proposed. In this
paper, a one-time coding technique is used to convert
categorical data values into binary form. Unimportant
parameters are excluded from consideration, which
improves classification accuracy. The paper [15] proposes
the idea of static and dynamic capture and recognition
of human gestures in real time based on a radial basis
function neural network (RBFNN). Dynamic time
warping (DTW) is used to select candidates for dynamic
behavior, as well as to recognize gestures by comparing
observed recordings with a series of pre-recorded
reference data templates. In article [16], a segmentation
method is proposed to identify hand gestures from
an input image, which improves recognition accuracy.
A comparison of hue and saturation segmentation
methods for different background lighting conditions
is presented. In article [17], proposed model can
recognize hand gestures and signs using a convolutional
neural network (CNN) and convert them to text.

Of course, the programs and technologies discussed
are still evolving, and each has its own advantages and
limitations. Nevertheless, they are an important step
in providing access to sign language for people with
hearing impairments and help make sign language more
accessible to people without hearing impairments.
Based on the results of the analysis of scientific
publications and modern technologies devoted to the
automation of sign language interpretation by software
tools, we formulate the purpose and objectives of the
proposed work.

The aim of the work is to develop and study
methods of sign language interpretation automation
that improve the level of communication for people
with hearing impairments in accordance with the
Sustainable Development Goals of Ukraine.

Research objectives:

— developing methods for converting sign language
into text, converting text into sign language, and
automating translation from one sign language to another
sign language using modern intelligent technologies;

— testing of the proposed methods of sign language
translation automation and determination of prospects
for their application.

Proposed technology
for automatic sign language interpretation

The technology proposed in this paper involves the
implementation of methods for converting sign language
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into text (task A) and methods for converting text
into sign language (task B) using neural networks and
3D animation.

Let's first consider the essence of the implementation
of task A. Sign (SL-to-Text)
technologies are a set of various methods that can be used

language to text

to convert gestures used in sign language into written
text. The main goal of SL-to-Text methods is to help
people with communication disabilities use the web as
a means of interacting with the world around them by
converting their gestures into text phrases. The proposed
SL-to-Text method can be divided into three stages.

The first stage involves capturing the image of
a gesture (or movement) of all parts of the body using
video devices and software. At this stage, it is necessary
to capture a video object using a webcam or other video
device to obtain an image of a hand performing a gesture
against the body background. Specialized software is used
to capture and further process the image to be analyzed.

The second stage involves determining the contours
of the hand and its location in space in the image using
computer vision algorithms. In particular, to recognize
the hand as an object, a color filter and markup algorithm
is used. Skin color detection is achieved by detecting
a skin area where skin pixels are spatially processed
based on intensity and texture analysis. The resulting
black-and-white image allows for the identification of
the palm (in Fig. 1, its image is white). Then the palm is
framed by a rectangular outline, which further helps
to track the position of the hand (Fig. 1).

Fig. 1. An example of capturing the "Palm" object

with a webcam

The third stage
Once the hand is detected in the image, the system

involves gesture recognition.

identifies the intended gesture. For gesture recognition,
a convolutional neural network (CNN) model is used,
which is trained on imported and self-generated video
gesture datasets. In general, a CNN is an artificial neural
network that specializes in the ability to select or detect
and interpret certain patterns. The use of existing patterns
allows the CNN network to analyze frames of gesture

images. The CNN consists of: hidden convolutional
layers with filters capable of detecting patterns and
a nonlinear function (usually ReLu); pooling layers to
reduce the number of parameters for too complex images;
a fully-connected layer that transforms the combined
image matrix into a vector and then applies the Softmax
function to classify the object (Table 1).

Table 1. CNN architecture model

Stages / Operations Formal models
g P of operations implementation

Convolution 21 = h ! (1)
Pooling, I I-1
Max-Pooling hxy =max, o, s ,J=0,...,8 h(x+i)(y+j) (2)
Fully-connected W

layer z =W, *h_, 3)
ReLu(Rectifier) ReLU(z,) = max(0,z,) (4)
Softmax softmax(z;) =e /Z} e’ )

The following notations are used in Table 1:

z' — output of convolution layer / ;

h' — activation of layer /;

* — discrete convolution operator;

W — training parameter.

The built model is tested on a pre-created test
sample of gesture images obtained under different lighting
conditions, on different backgrounds, etc. The result of
using the model is text classified by gesture analysis.
To ensure better gesture translation, it is advisable to add
such operations as noise filtering, image alignment,
adaptation to different lighting and camera movement to
the basic SL-to-Text method procedure. In general, the
above approach for implementing SL-to-Text using the
CNN architecture is universal for solving gesture
recognition tasks and processing corresponding images.
However, it is important to pay attention to the specifics
of a particular task and the context in which it is
performed. An example of gesture classification using
the Sign Language to Text method is shown in Fig. 2.

Fig. 2. An example of gesture classification using the
Sign Language to Text method
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Let us further consider the essence of text-to-sign
language conversion according to the proposed approach
(Text-to-SL and Speech-to-SL), which uses computer
vision and machine learning methods to convert
written or spoken text into SL. It should be noted that
each SL has its own rules and grammar that differ
significantly from the rules of written language, so it is
impossible to make a direct word-for-word translation,
but it is possible to convey the very idea of the statement,
its keywords or phrases.

At the first stage of implementing the Text-to-SL
method, the initial input text is obtained, which needs to
be translated into a SL while preserving the idea behind
the text. There are two ways to obtain the initial input
text: entering text using the keyboard (Text to Text
Summarization) or recording voice through a microphone
and then recognizing speech, the sounds of which are
converted into text (Speech-to-Text stage).

In the case of Speech-to-Text, the received audio file
must be pre-processed, which involves noise reduction,
filtering, and equalization. Next, various acoustic features
are extracted from the audio signal, such as frequency,
energy, sound pressure, etc. Based on the extracted
acoustic features, speech is decoded using a hidden
Markov model, which is widely used for pattern recognition
in speech. The phoneme is divided into smaller sound
elements, each of which corresponds to a state:

N
a; = P[qt+1 =S,lq, = Sl.], a;, <0, Zaii =1,
j=1

B={b,(k)}, b,(k)= P[v, att|q,=S,],  (6)

m=Plg,;=S8], 1<ij <N, 1<k<M,
where N is the number of states of the model,

S, is the state of the model (at time 7 denoted as ¢, );

M is the size of the discrete alphabet;

A is the probability transition matrix (A = {a,.j }) ;

B is the probability distribution of the appearance
of observation symbols in state j (B = {b/ (k)}) :

vk is the observed symbol;
7 is the initial probability distribution of states

(7={x}).

After choosing the values for N, M, A, B,and 7,
the neural network model can be used to generate
a sequence of observations O =0,0,...0,, where each
observation O, is a character from the alphabet V' , and

L is the number of characters in the observed sequence.
Thus, by training the model on test recordings, it is

possible to obtain the primary text 7 corresponding to

certain sounds and use it in subsequent stages to generate
the corresponding gestures. In the case of Text to Text
Summarization, it is necessary to perform a semantic

analysis of the primary text 7, and generate a new
reduced text 7,, i.e., determine the meaning to be

conveyed through gestures. To do this, we use Text
Summarization methods that allow us to recognize
language concepts based on context, phrase and phrase

analysis. After the semantic analysis of the T, text, it is

necessary to select gestures or sets of gestures that best

match the semantics of the 7, text concepts. Rule-based

machine translation (RBMT) and the use of a dictionary
of SL concepts allow for the selection of SL concepts.
These concepts include the use of SL signs, gestures
that reflect movement and space, and gestures that
convey emotions and mood. That is, the result of this
stage should be a word or phrase, the meaning of which
can be further conveyed through gestures.

To solve this problem, it is proposed to use SL
dictionaries, in particular, ASL Pro Dictionary, Lifeprint,
Signing Saavy, etc.

The selection of gesture concepts is carried out
according to an algorithm that involves the sequential
implementation of points P1 — P7:

— P1. The input sentence is divided into fragments
(words, phrases);

— P2. The seclected fragments are searched in the
available SL dictionaries;

— P3. If the fragment is present in the SL
dictionaries, you go to P5;

— P4. If the fragment is present in the SL
dictionaries, you go to P6;

— P5. The selected video fragment is saved in the
current buffer of gesture concepts for further visualization
(go to P7);

— P6. The fragment is excluded from the list of
candidates for inclusion in the set of gesture concepts,
and its SL dactylic translation is used to further form sets
of gesture sequences that convey the semantics of the
sentence, followed by a transition to P7;

— P7. A set of video gesture concepts is formed
(according to P5) and a set of fingerprint displays of
individual sentence fragments.

Dactylic translation of text into sign language
implies the need to divide the analyzed sentence fragment
into letters and symbols, followed by displaying the
corresponding images of the position of the hand
elements at intervals of several seconds.
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It should be noted that the presence of a large
number of fingerprint mappings (as a percentage)
compared to the number of video gesture concepts is
undesirable, as it can significantly increase the duration
of real-time sign language interpretation. However,
fingerprint mappings allow for a fairly accurate
representation of some specific information (e.g., contact
information and proper names of interlocutors).

After the SL concepts are selected (according to this
algorithm), sets of gesture sequences that convey the
semantics of the T1 text are generated (they should include
determining the order of gestures, taking into account the
tempo and intensity, and using gestures that emphasize
important information). Once a sequence of gesture
concepts has been formed, it is necessary to graphically
visualize these gesture sets on device screens so that users
can see them (the SL gesture concept visualization stage).

You can display a demonstration of a pre-recorded video

Fig. 3. Scheme of animated gesture generation

Using a dataset of video files with gesture
demonstrations, the Al model was trained to generate
a 3D gesture as a set of connected labeled points.
The position of the hands (including the palm) in space
during the gesture was tracked and recorded frame
by frame. To do this, we used the method of Dung and
Mizukawa, which implements a technique that can be
used to extract the center of the hand and a group of
feature pixels called distance feature pixels. For these
pixels, the Hough transform is computed to detect all
the extended fingers as lines. Once the lines are detected,
the directions and positions of the fingers can be
accurately determined. With a set of points previously
saved in a csv file that correspond to the position
of the hand in each frame, you can animate
a 3D character and save the generated animated gesture
to the database. The result of this step is a sequence of
short animated hand gestures of a 3D character found
in the database. At the same time, we get simplified
phrases in SL according to the semantics of the TO text
that needed to be translated. An example of using the
created software application "Text to Sign Language"
(to translate a phrase into SL) is shown in Fig. 4.
The trained Al model can be improved in such a way
that 3D gestures are generated during communication,
rather than from a database of animated gestures.

gesture or an animated character. There are quite large
databases of recorded video gestures for various SLs,
as well as recommendations for the formation of a library
of animated SL concepts (development of 3D characters
by animation programmers based on a video sample).

In this paper, we propose to automate the process
of filling the database of animated gesture concepts
by generating an animated gesture (AG) by an Al model
from a video file recorded by a person and saving it in
a database (Fig. 3). It is necessary to develop a neural
network model that will receive a video file as input
and a csv (comma separated values) file as output,
where each line contains the time and a set of hand points
in space for each frame. Next, you need to bind each point
to the corresponding point of the 3D character and
change their position in space with each frame. The output
is an AG with a description that is stored in the database
of all animated gestures.

Fig. 4. An example of translating a phrase into SL using
the "Text to Sign Language" method

The relevance of developing the Sign Languagel
to Sign Language2 method is due to the problem of
communication between people who speak different sign
languages. Let us consider the features of the proposed
variant of this method, the idea of which is to combine
the technologies described above in order to obtain a general
scheme of translation from one sign language to another:

— the interlocutor selects the SL1 sign language
he or she speaks on the screen (Ukrainian, English,
Spanish, German, etc.);

— the next step is to record a video of the
interlocutor's gesture on the camera (the camera should
be positioned so that the upper part of the body above
the waist is visible);
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— the video is then processed by the program, which
results in the text Textl appearing on the screen,
which the program recognized from the gesture;

— the other person chooses the SL2 language
in which he or she is communicating;

— Textl is translated into SL2, resulting in the
translated Text2;

— from Text2, the meaning of which must be
understood by the other interlocutor in SL2, the
corresponding gestures are generated and demonstrated
on the screen using a 3D animated character in SL2.

An example of the implementation of this method
for communication between hearing impaired users
speaking different SLs is shown in Fig. 5.

Fig. 5. An example of sign language translation using
the "Sign Languagel to Sign Language2" method

Such a software application can be especially relevant
if a hearing impaired user travels to another country but does
not know the specifics of its SL. With the proposed software
application, the user will be able to use the camera of their
device to recognize gestures and receive appropriate
translations or interpretations of gestures in the language of
the host country. This software application can also be
useful for those who need translation or interpretation of
gestures in various life situations (in particular, for
communication between users with and without hearing
impairments during a business trip).

Software implementation and testing results
of the proposed automatic sign language
interpretation technology

Let us justify the choice of programming language,

libraries and development environment for the
implementation of the Sign Language to Text and Text

to Sign Language methods.

To solve the problem (SL-to-Text), we used the
open source programming language Python. One of the
advantages of this language is the availability of a wide
range of libraries (including those for working with
neural networks), tools, and frameworks that facilitate
the process of quickly creating complex programs.
PyCharm integrated development environment (IDE) was
chosen to implement the Sign Language to Text method.
This environment offers an extensive list of features and
tools for Python developers, including code highlighting,
code navigation, testing, and version control integration.

To implement the tasks of tracking the position of
the hands and body in the proposed technology, the open
source Mediapipe platform from Google was used.
One of the main advantages of this platform is that it
provides pre-built and optimized algorithms and models
that can be easily integrated into applications, and offers
a variety of tools that allow developers to create complex
computer vision and machine learning applications.

Intel's OpenCV computer vision and machine
learning library, which provides interfaces to Python, was
used to render and display the contours of certain body
parts found with Mediapipe. OpenCV contains a number
of optimization algorithms that can be used to perform
image and video processing tasks such as object
detection, recognition, tracking, segmentation, and more.

TensorFlow and Keras libraries were used to build
a neural network model for recognizing gestures from
the screen. TensorFlow is an open source platform from
Google that provides a wide range of built-in operations
and functions for creating and training neural networks.
One of the key advantages of the TensorFlow library
is the ability to take advantage of GPUs to accelerate
training. Keras is an open-source deep learning library
used as an API for building and training deep neural
networks. Keras is based on TensorFlow and provides
a user-friendly interface for building and training models,
which makes it easy to experiment with different
architectures and hyperparameters. Keras also provides
a variety of pre-built layers and models, including
Convolutional Neural Networks (CNNs) and Recurrent
Neural Networks (RNNs), which makes it easy to
develop deep learning models. Keras also includes
various tools for model visualization, as well as tools
for data preparation and preprocessing.

To create a 3D model of the gesture demonstration,
we used the 3D Unity engine, which allows us to support
3D graphics, as well as visualize the architecture
and model various types of interactive media [10].
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Let us consider the structure of projects for
the software implementation of the Sign Language
to Text and Text to Sign Language methods using the
listed development environments, libraries, and
programming languages.

The Sign Language to Text method and several
stages of the Text to Sign Language method were
implemented in Python in the PyCharm development
described

The structure of the PyCharm project consists of the

environment using the libraries above.
following directories and executive files:

— Dataset (the directory contains a set of points
in space corresponding to each gesture on which the deep
neural network model was trained);

— Logs (the directory contains log files during
model training that allow visualizing the model training
process and obtaining the desired statistics from certain
stages of the process);

— main.py (this file contains the implementation of
the Sign Language to Text method at all its stages: using
a camera to record gestures, libraries to track body
position, storing body position points in space, preparing,
creating and training the neural network model itself,
and displaying the results on the screen);

— sl to_text.h5 (trained neural network model for
further use when running the program);
(a file

implementation of the stage of collecting points in space to

— text-to-sl-csv.py containing  the
build a 3D model of the Text to Sign Language method);

— video (a directory containing the video files for
the text-to-sl-csv.py file, from which the body position
points for the 3D model are tracked).

The 3D model for displaying the gesture on the
screen was created and processed in the Unity 3D
development environment. The structure of this project
consists of the event handler files BodyAnimation.cs,
LeftHandAnimation.cs, RightHandAnimation.cs; the
files for processing the display result for each frame
LineCode.cs; the files pose.txt, lh.txt, rh.txt, which
contain information about the position of the controlled
body points; the files Blue.mat, Green.mat, Red.mat,
which store the characteristics that were added to certain
body display points. The project structure also includes
the Scenes directory, which contains the system files
for setting up the scene, as well as the pose 2test.txt,
Ih_2test.txt, rh 2test.txt files with the body position
points of additional gestures that were added to test
the developed program.

The Sign Language to Text method is implemented
in 6 stages. Below is their description.

The first stage (importing libraries). To implement
this stage, the PyCharm development environment uses
a developed library import program.

Among the imported libraries are libraries for
working with OpenCV, numpy data arrays, the os
operating system, matplotlib graphical visualization, time,
and the keras library for working with neural networks.

The second stage (using OpenCV to connect
the camera and display it on the screen). First, you need
to specify which camera will be used in the process
(built-in or from an external device). Then, all the
collected information from the camera is transferred
to the loop, which changes the image on the screen
with each frame. The camera can be closed by pressing
the 'Q' key or simply by closing the camera window
on the monitor screen. The program code for this stage
was developed

The third stage (using the Mediapipe platform
to track the position of body parts).

To implement this stage, we used the Mediapipe
library module for recognizing the necessary body points
and the module for displaying it on the screen. Mediapipe
makes it possible to track hands, body posture, face,
and all of the above separately.

In addition, to track the body with the desired
parameters, a function was developed and programmatically
implemented, the input parameters of which are the
frame from which the necessary body parts are to be
extracted and the Holistic model to which the desired
changes are transferred.

Finally, to determine the position of the controlled
body points themselves and their connection to each
other for the purpose of clear visualization of the
skeleton, an additional function was developed and
programmatically implemented to adjust the display
subjects (body pose, left hand, right hand) and their
characteristics (thickness, size, color).

An example of the implementation of the functions
of the third stage for tracking body and hand posture
is shown in Fig. 6.

The fourth
for further training of the neural network model).

stage (creation of own dataset

In the course of designing the software implementation,
we demonstrated the Sign Language to Text method
based on six randomly selected words: ambition, success,
but, way, to, sun. For each of the words, 30 videos
of 30 frames each were recorded, and for each frame,
the position of the pose and hands in the three-
dimensional xyz coordinate system was saved.
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Fig. 6. An example of using the Mediapipe platform
to track body and hand posture

The Mediapipe library tracks pose positions at

33 points and hand positions at 21 points.
Thus, 258 points were recognized and saved with
each frame of the video, and a total of 180 videos were
recorded. To complete this stage, the following
operations were sequentially implemented:

— creating directories for storing files with the
position of body points in space;

— creating a function for extracting the pose, left
and right hand position points from the Holistic model
and entering them into an integer array;

— recording video of gestures and saving their
position in space in files with the npy extension using
the point extraction function from step 2 to the
corresponding directories generated in step 1.

Thus, as a result of this step, a dataset with points
of body position in space was obtained for further
training of the neural network. Figure 7 shows
an example of recording video of gestures and saving
the result to the appropriate directory.

The fifth stage (creating and training a deep
learning model). This is a stage of the Sign Language to
Text method that requires testing the model for various
parameters and determining their optimal values.

To implement this method, it was necessary to
choose the types of neural networks that are capable
of real-time classification of a sequence of SL image

model = Sequential()

frames. Since each previous and subsequent frame
is interconnected, it becomes necessary to use these
connections to further train the model and obtain more
successful results. Recurrent neural networks (RNNs)
are the most suitable for this task, as they contain
feedback and allow storing current information and
passing it on to the next step of the procedure.

Fig. 7. An example of recording a gesture and saving
the position of pose points and hands

The method was implemented and tested using the
LSTM architecture (a modification of recurrent neural
networks capable of learning long-term dependencies).

The primary dataset was divided into training and
test samples in the ratio of 75% to 25%. Next, we built
a sequential neural network model consisting of three
LSTM layers and three Dense layers. Figure 8 shows
the code for building this neural network.

The first LSTM layer has a dimension of 30 by 258
(each video consists of 30 frames for 258 points in the xyz

coordinate system). The activation function relu was applied
to each of the layers except the last one, and the softmax
function was applied to the last layer Dense to normalize the
results in the range from 0 to 1. During the network training
function
categorical crossentropy), the number of epochs (110) was

(using the Adam optimizer and the loss

determined to minimize the overfitting. Fig. 9 shows a graph
of the model's prediction accuracy (horizontal axis)
as a function of the number of epochs (vertical axis).

model.add(LSTM(64, return_sequences=True, activation="relu’, input_shape=(30, 258)))
model.add(LSTM(128, return_sequences=True, activation="relu'))
model.add(LSTM(64, return_sequences=False, activation="relu'))

model.add(Dense(64, activation="relu'))
model.add(Dense(32, activation="relu'))

model.add(Dense(actions.shape[0], activation='softmax"))

model.compile(optimizer="Adam', loss='categorical crossentropy', metrics=['categorical accuracy'])
model.fit(X_train, y_train, epochs=110, callbacks=[tb callback])

print(model.summary())

Fig. 8. Program code for building a sequential model of a recurrent neural network
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Fig. 9. Graph of forecasting accuracy depending on the number of epochs

The accuracy of the trained and optimized LSTM
model is 98.52%. The parameters of this model are
shown in Table 2. The results were obtained for the total
number of trained parameters in the range (237, 530).
Thus, after the fifth stage, a recurrent neural network
model that implements the Sign Language to Text
method was created, trained, saved, and ready for use.

Table 2. Parameters of the optimized LSTM model

Layer (type) Output Shape Param #
Istm (LSTM) (None, 30, 64) 82688
Istm_1 (LSTM) (None, 30, 128) 98816
Istm_2 (LSTM) (None, 64) 49408
dense (Dense) (None, 64) 4160
dense 1 (Dense) (None, 32) 2080
dense 1 (Dense) (None, 6) 198

The sixth stage (visualization of the results). This is
the final stage of implementing the Sign Language to text
method, which aims to display text classified from
gestures in a user-friendly form (ticker) using a trained
LSTM model and the OpenCV library.

To improve gesture recognition and correctly display
the required text on the screen, a delay of 10 frames after
gesture recognition was added. In this way, the user can
change the position of their hands and prepare for the
next gesture, thereby not interfering with recognition and
not adding complexity to the process. An example of the
program's operation is shown in Fig. 10.

The Text to Sign Language method is implemented
in 4 stages. Below is a description of them.

The first step (tracking body position from video
using the Mediapipe library). This stage is similar to the
third stage of the Sign Language to Text method, but here
the input parameter is a prepared video, not a camera that
transmits images in real time. Next, the operations
described above are implemented — creating an object
to work with the Holistic module, using a function with
the desired parameters to track the body, and displaying

connections between body points. An example of
tracking the position of body points from a video gesture
that means "Computer Science" is shown in Fig. 11.

Fig. 10. An example of the final result of the program
for the Sign Language to Text method

Fig. 11. An example of tracking the position of body points
from a video gesture that means "Computer Science"

The second stage (saving pose and hand position
points to txt files).

This step is necessary in order to transfer the saved
points to the Unity 3D project to generate a 3D character,
after which its position will change with each frame
in accordance with the transferred points.

It should be noted that when the points are mapped
to the Unity 3D project, they may be too close to each
other, so their coordinates were multiplied by a thousand
and rounded to the third decimal place. This stage allows
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us to obtain 3 files of body position (right hand,
left hand, and pose).

The program code for writing to the pose position
file is implemented (writing to the right and left hand
position files is done in the same way but using
other variables).

The third stage (creating objects in the Unity
3D project).

To create a 3D character, you must first create
sphere objects that will be responsible for displaying
the corresponding points. To display the pose, only
21 points out of 33 were taken into account, because the
gesture is shown above the waist, and therefore the
points located at the level of the pelvis, knees, and feet
do not carry important information in this case.

To represent the right and left hands, 42 sphere
objects were created (21 objects for each hand).
To display the connections between the created point-
sphere objects, we created line objects connecting
one point to another. In this case, 14-line objects
connecting the pose points and 21 line objects for the right
and left hands were taken into account. Additionally,
6 material colors were added for better visual perception
of the graphic: red (body, nose, and mouth pose graphics);
blue (ear graphics); green (graphics of connections
points); purple black
(eye graphics); and light brown (background graphics).

between (hand graphics);

The fourth stage (programming of event handlers).

This stage is necessary to create the ability to read
files with points in the corresponding classes of event
handlers and change the position of sphere and line
objects with each frame. Four event handlers were
created: BodyAnimationCode, LeftHandAnimationCode,
RightHandAnimationCode, LineCode. The first three
handlers are designed to read different files (for pose,
right and left hands, respectively).

The BodyAnimationCode event handler, using
the Start () method, which is called at the beginning
of the scene initialization, implements reading a file
with points into a list.

In order to change the position of the points with
each frame, the Update () method was used. Its idea is to
divide the read file line into a comma-separated array,
and then to parse each of the array elements, which are
the coordinates of the points, into a floating-point type
and assign them to the corresponding sphere objects.
This sequence of actions is repeated until the file runs
out of coordinates of the points being analyzed.

The LineCode () event handler is implemented in
a universal form, that is, it is used to display the graphic

of the connections of all the necessary points. The idea of
this handler is to set the beginning and end of the line
in the visual constructor by attaching sphere objects, and
using the Update () method to set the beginning and
end of the line coordinates. Fig. 12 shows an example
of a 3D model created (for displaying a gesture) with
an indication of the relationships between points.
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Fig. 12. An example of a 3D model of gesture display
with an indication of the connections between points

Conclusions and prospects
for further development

The following results were obtained: the main
problems and tasks of social inclusion for people with
hearing impairments were identified; a comparative analysis
of modern methods and technologies of sign language
translation was carried out; methods for converting sign
language into text (SL-to-Text) and converting text into
sign language (Text-to-SL) using neural networks and
3D animation were proposed; the possibility of using the
developed methods to automate translation from one sign
language to another sign language (Sign Languagel to
Sign Language2) was substantiated.

For gesture recognition, a convolutional neural
network model is used, which is trained using video
gesture datasets imported and generated by the
system. The trained model has a high recognition
accuracy (98.52%).

The 3D model for displaying the gesture on the screen
was created and processed in the Unity 3D environment.
The structure of the project, executive and auxiliary files
used to build 3D animation for generating sign language
concepts includes: event handler files; display results
according to which they contain information about the
position of the tracked body points; files storing the
characteristics of the materials that were added to certain
body display points. The Scenes directory was added to
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the general structure of the automatic sign language
translation system, containing system files for setting up
the scene, as well as files with body position points for
additional gestures used for testing the developed program.
The practical significance of the results of the work
is confirmed by the demo versions of the "Sign Language
to Text" and "Text to Sign Language" software applications.
The combination of the developed models and
technologies makes it

possible to implement

a comprehensive system of automatic sign language
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CUCTEMA ABTOMATHYHOI'O CYPJONEPEKJIALY
3 BAKOPUCTAHHSIM HEMPOMEPEXHUX TEXHOJIOT'TH TA 3D-AHIMAIIL

YHpoBapkeHHST MPOrpaMHHUX 3aco0iB aBTOMAaTHYHOTO CypZOINEpeKiagy B HPOIEC coIiadbHOI iHKIIO3il Jomed 3 BamaMu CIyXy
€ BOXJIUBUM 3aBiaHHsAM. ComianpHa iHKITIO3iA IS 0Ci0 13 BagaMu CIIyXy € HaraibHOIO IpoOJeMOlo, SIKy HEOOXiJHO BHPILIyBaTH
3 omiay Ha po3BUTOK IT-TexHonoriii Ta 3akoHOMAaBYi IHII[IATHBH, MO0 3a0e€3MEUyIOTh MpaBa JIIOJACH 3 IHBATIAHICTIO Ta IXHI
piBHI MoxuBocTi. CkazaHe OOIPYHTOBY€ aKTyalbHICTh JOCII/KCHHS aCUCTUBHHMX TEXHOJIOTiH y KOHTEKCTI MPOrpaMHHX 3aco0iB,
TaKUX SIK TPOIEC COUMIAIBHOTO 3alydeHHs JIIOJeH 3 BaXXKMMH MOPYIIEHHSAMH CIyXy B CycHiinbcTBO. IIpeamerom aociimmxeHHst
€ METOJM aBTOMATH30BAHOTO CypIONEpEeKNIaay i3 3aCTOCYBaHHSIM IHTENEKTyalbHHX TexXHonoriid. Mera po6oTm — po3polIieHHsS
Ta JIOCNHIDKeHHS METOJIB aBTOMATH3aLil cyp/onepexaaay s MONIMIISHHsS SKOCTI JKUTTS JIIOJIeH 3 BaJaMH CIyXy BiJIIIOBiTHO
no «lLlimeit cramoro po3Butky YkpaiHm» (B 4acTuHi «CKOpOYeHHS HEpiBHOCT»). OCHOBHHMM 3aBJAHHSAAMHM OCITiIKeHHS
€ PO3pOOJICHHS M TeCTyBaHHS METOIB IEPETBOPEHHS JKECTOBOI MOBH B TEKCT, NEPETBOPEHHS TEKCTY B XKECTOBY MOBY, a TaKOX
aBTOMaTH3allis MepeKiIaay 3 OMHiel KEeCTOBOI MOBM IHIIOK JKECTOBOIO MOBOIO i3 3aCTOCYBaHHSIM CYYacCHHX IHTEJICKTyaJlbHHX
TeXHONOTiH. [Ins po3B’sA3aHHA IMX 3aBIaHb BHKOPHCTOBYBAIMCH MeETOIM HEHPOMEPEKHOrO MOJENIOBaHHA Ta 3D-aHiMarii.
YHachiIok IoCTiKeHHs 3M00yTO Taki pe3yJbTaTH: BHUSABICHO OCHOBHI MPOOJEMH ¥ 3aBIaHHS COIalbHOT 1HKITIO3il JJIs Jrojeit
3 BaJaMH CIyXy; 3/iHCHEHO NMOPIBHIBHHUI aHaNi3 Cy4aCHHX METOJMIB i NMPOrpaMHHX IUIaT(OPM aBTOMATHYHOTO CYypAONEpEeKIIaLy;
3alpONOHOBAHO # JOCTIPKEHO cHcTeMy, 1o o0’enHye meron SL-to-Text; meron Text-to-SL 3 BukopucTaHHsIM 3D-aHimamii
JUTS TeHepalii KOHLENTIB KecTOBOI MOBH; METOJ TeHepalii 3D-aHiMOBAaHOTO JKECTy 3 BiJ€03alHCiB; METO/A peaji3alii TeXHOIoril
Sign Languagel to Sign Language?2. ]I po3ni3HaBaHHS XECTiB 3aCTOCOBAHO MOJIENb 3rOPTKOBOI HEHPOHHOI Mepexi, III0 HaBUAEThCS
3a JIONOMOTOI0 IMIOPTOBAaHMX 1 3TEHEPOBAHMX CHCTEMOIO JaTaceTiB BigeokecTiB. HaBueHa Mopens Mae BHCOKY TOYHICTB
posmisHaBanHs (98,52%). CtBopenHs 3D-Mozeni A BioOpaskeHHs )KeCTy Ha eKpaH 1 ioro 06poOaeHHs BiOyBaIncs y cepeIoBUII
Unity 3D. CtpykTypa HpOEKTY, BUKOHABUHMX 1 JOMOMDKHHX (haifiliB, IO 3aCTOCOBYIOTHCS JuIsi MOOynoBH 3D-aHiMamii 3 MeTOIO
TeHepallil KOHIIENTIB JKECTOBOI MOBH, MIiCTHUTh: (ailiii OOpOOHHKIB MOJiN; pe3ysbTaTH BiIOOpa)KEeHHS, IO MAarTh iH(OPMAIi0
PO TOJIOKEHHS BiJICTIJKOBAaHUX TOYOK Tijna; Qaiiny, mo 30epiraloTb XapakKTepUCTHKH MaTepiid, siki OyJM JoJaHi 4O THUX YH IHIIHMX
TOYOK BifoOpakeHHA Tina. BMCHOBKH: 3alpoNOHOBaHI METOAM aBTOMATH30BAHOTO IEPEKIaly MAaloTh NPAKTHYHY 3HAYYLIICTh,
IO MiATBEP/UKYIOTh JEeMOBepcii MporpaMHHX 3acTOCYHKIB Sign Language to Text 1 Text to Sign Language. IlepcreKTHBHEM
HaNpsMOM TOJAJBIINX JOCITI/PKEHb 3 OKPECICHOI TeMH € BJIOCKOHAJeHHS MeTomiB SLI-fo-SL2, cTBOpEHHS BiJKPUTHX JaTaceTiB
BiJICOXKECTIB, 3ay4eHHs] HAYKOBLB i PO3POOHHKIB JUIsl HATOBHEHHS CIIOBHHUKIB KOHIIENITAMH Pi3HUX XKECTOBHX MOB.

KirouoBi cjioBa: aBTOMATH3aIlisl JKECTOBOTO MOBICHHS; aHIMOBAHMI TEPCOHAX; BIICIIIKOBYBAaHHA MOJOKEHHS Tijia;
JIOMM 3 BaJlaMy CIyXy; MOBa JKECTiB; HEHPOHHI Mepexi; PO3Mi3HaBaHHS JKECTIB, yKpalHChbKa JKECTOBAa MOBa; CYpIOIEPEeKIa;
CKOPOYEHHSI HEPiBHOCTI.
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INPOEKTYBAHHA TA CAMOJIAI'HOCTHUKA
KIBEP®I3UYHUX MPUCTPOIB KEPYBAHHS HA IIJIAT®OPMI SoC

IIpeamMeToM OCIHiZKEHHsI B CTATTi € MOJEINI, METOJM Ta MPOLEAYPU HMPOEKTYBAHHS Ta CAMOJIIarHOCTHKM aBTOMAaTHHX MOZENeH
NPUCTPOIB JIOTIYHOrO KepyBaHHs, peanizoBanux B SoC. OG6’€KT podoTHM — MpoLeaypH aBTOMAaTH30BAaHOTO IPOEKTYBAHHS
Ta JiarHOCTYBaHHS LU(PPOBHUX IMPHUCTPOIB HA TEXHONOTiIuHIH ruiaThopmi SoC. MeTow AOCHiTKEeHHSI € pO3pOOIEHHS MOIenei
i mpoleyp MPOEKTYBAHHS Ta CAMOTECTYBAHHS B IIUKJIi aBTOMaTH30BAHOT'O IPOEKTYBAHHS aBTOMATHUX CHCTEM JIOTIYHOTO yIPaBIIiHHSA
Ha TeXHOJIOTi4Hil miatdopmi SoC, MO CyTTEBO MiIBUIINTG HAJIHHICTH 1X (QyHKIIFOBaHHSA. Y CTaTTi BHUPIIIYIOTHCS Taki 3aBIAHHS:
pO3MIIAA TMpOLENyp B3aeMOZIl MPOIECOPHOTO fApa 3 IMPOrpaMOBaHOIO JOTiKOW y ckiafgl SoC; yHOCKOHAJICHHS MPOLEIyp
MPOEKTYBAaHHS Ta TECTYBaHHS HPOrpPaMHO-allapaTHUX CHCTEM Ha OocHOBI SoC; MOAaNbIINi PO3BHUTOK MPOLEAYpP aBTOMAaTH30BaHOTO
MPOEKTYBaHHS, BepuQikamii Ta giarHOCTyBaHHS KiOep(di3WYHMX CHCTEM JIOTIYHOTO YIPABIiHHA 3 BHKOPUCTaHHSIM MOB
NpOrpaMyBaHHs Ta MOB OINHWCY amapaTypd; peaii3allis MpoLeaypH amapaTHOrO0 CaMOTECTYBaHHS KEpyIOUMX aBTOMATiB
Ha TexHoyoriuHii miatdopmi SoC. YIpoBamKyIOTECS Taki METOAH: CHHTE3 KepPyIOUMX aBTOMATiB Ha OCHOBI Tpa)OBHX MOJEINCH,
IMIUIEMEHTAllil MOJeNell KepyrouuxX aBTOMAaTiB MOBOI mporpamyBaHHS C 3 BHKOPHUCTAHHSAM aBTOMAaTHOro IIaGNOHY,
JIarHOCTHYHHUN EKCIICPUMEHT criocoboM 00xoy rpada mepexoniB apromata. JocarnyTi pesyabTaTn. Ha ocHOBI aHami3y mporenyp
B3a€MOJIi TPOLECOPHOTO Aapa Ta MPOrpaMOBaHOI JIOTiKH Ha oOpaHiil tuatgopmi SoC CHPOEKTOBAHO MOJENb KiOep(izudaHOi
CHCTEMH JIOTIYHOTO ympaBiliHHsA. [IpakTHuYHy peaji3alilo BHKOHAHO Ha 0a3i CTeKy IHCTpyMeHTanbHHX 3acobiB CAIIP
Vivado/Vitis/Vitis HLS. PeanizoBaHO MeTOA amapaTHOTO CaMOTECTYBaHHS KEpYIOUMX aBTOMAaTiB Ha TEXHOJOTIYHIM ImaTdopmi
SoC ZYNQ-7000. BucHoBKH. Y CTaTTi MpOaHANi30BaHO MPUHLHUIN TPOEKTYBaHHS BOyIOBaHMX KiOepGhi3MyHUX cHCTEM,
IO peali3yloThcs B CHUCTEMax Ha KpucTaui. Po3MITHyTO NpHHIMIN TOOYyMOBH CHCTeM Bepudikamii Ta BOymoBaHOI
CaMO/IIarHOCTUKKM CHCTEM Ha KPHUCTai, 10 MICTATh MPOTPaMHYy # amapaTHy yacTHHU. Po3po0ieHi MeTomu anpoOOBaHO Ha MOJEINi
MPUCTPOIO JIOTIYHOTO KepyBaHHs cBiTIohopoM Ha TexHosoriuHii miardopmi SoC FPGA cimeiictBa ZYNQ-7000 ¢ipmu Xilinx.
Kepyrounit aBromar Mypa peamizoBano y Omomi PL MmoBoio mporpamyBanHs C, a omepamiiiHuii aBromMar — y Omomi PS.
[lix wac opranizamii mporecy CcaMOJIarHOCTHKM 3IIMCHEHO HEPYHHIBHUH MIarHOCTHYHHHA EKCHEPHMEHT CIoco0OM 00XO0may
BCiX Ayr rpada nepexoniB, MOYMHAIOYM 3 IOYATKOBOI BepUIMHH. TecTepoM y IbOMy pasi OyB omepamiiHHWil aBTOMArT, eTaJOHHI
JIOTiYHI Ta YacoBi 3HAa4eHHS SKOro 30epirammcs B mam’siTi Onoka PS. BisyanbHe criocTepeeHHs 32 BUKOHAHHSM J[IarHOCTHYHOTO
€KCIIEPUMEHTY 3[1HCHIOBAIOCS 3a JOTOMOTOI0 TaHeNi CBITI0MioNiB ath ZedBoard.

KuarwuoBi cioBa: kiGepdizuuni cuctemu; BOYAOBaHI CHCTEMH; JIOTIYHE YIPABIiHHSA; MPOEKTYBAaHHS CHCTEM Ha KPHCTAIi;
FPGA; CAIIP; camotectyBanHs SoC; MoBa nporpamyBaHas C.

Beryn pecypciB. Y 2006 p. Oyno 3amporOHOBAHO TEPMiH
"kibepdizuuni cucremu" (Cyber-Physical Systems, CPS),
B6YI[OBaHi I.[I/I(prBi HpPICTpO'l' Ta CHUCTEMH 1o nepea6aqa€ iHTeraHi}O o0unciIeHb 13 (biSI/I‘IHI/IMI/I
3a ocranHi 50 pOKIB 3a3HanM 3HAYHHMX 3MIH HE TiJIbKH mpouecamu. Monsrrst no3Ha4ae O4iKyBaHHH
B TEXHOJOTIYHOMY, a #f B apXiTeKTypHOMy acmeKTi. Y HaiOmwk4omy MaiHOyTHbOMY SKICHMH — mepexin
SAxmo BrnpomoBx 60-70 pOKiB MMHYIOTO CTONITTS Y CHPHHHATTI BOYJIOBAaHMX CHCTEM 1 METOAIB iX
BOYZIOBaHOI IM(PPOBOIO CHUCTEMOIO OyII0 TPUHHITO npoekryBanHs. Cyrhicte CPS monsrae B TOMy, IO
Ha3WBaTH  CHeLialli3oBaHi  NPHUCTPOi  KepyBaHHS, MPOEKTYBaHHS  00’€KTa  KEPYBaHHS Ta  CHUCTEMH
CTIPOEKTOBAHI HA JIOTIYHUX iHTErPalbHAX CXEMaX Manoro  YNPaBIiHHSA JUls LBOro 00’€KTa MAaloTh BHKOHYBATHCS
I cepeHbOro CTYINEHS 1HTerpalii, TO Cy4acHe po3yMiHHS B €IMHOMY  KIIOYi, B  €IMHOMY  KOMIUIEKCI
BOY/IOBAHOI CHCTEMH BW3HAYae il y BUIMAAI 3aMOBHOi ~ IHCTPYMEHTAIBHHX 3aCOOiB, IO TICHO B3a€MOZIIOTH [1].
HaaBemukoi inTerpansHoi cxemu (HBIC), mo 3a cBoero Cucrema Ha xpucram (System on Chip, SoC)
CYTHICTIO €  CHELiali30BaHOI  O0YHCIIOBAIBHOKO noOy10BaHa Ha €IMHOMY KPHCTaJi, y AKilf iHTerpyroThcs
CHUCTEMOI0, TEXHOJIOTIYHO BHIOTOBJICHOK Y BHIVISAIL Taki eIeMEeHTH, fK Ipolecop (IIPoLEecopH, 30KpeMa
cucreMu Ha KkpucTami. OCTaHHI pPOKM 3’sBHjIocss — CHEIIaNi30BaHi), mam’sTh,  Kinbka — mepudepiinnx
PO3yMiHHS, O GiNbuIicTh Mpo6ieM BOYJIOBAaHUX cucTeM  [PUCTPOIB,  CHeLiani3oBaHi — OOYMCIIOBAIBHI  GrOKH
€ HACiOKOM CKJIAJHOIIIB B yMOBaX B3acMOZii Ta I1X 3’¢gHaHHA. Yce 3rajaHe BHINE CTAaHOBUTH
3 (isMdHEMHE TIpollecaMH, a He 4Yepe3 OOMekeHicTh ~ ONTMMAIbHUN HAGIp JUist AESKOro 3a3iajieriib BiJOMOro
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(yHKIIOHANA, HAmpuWKIaa, oOpoONeHHs Ta mepexadi

Bizeoindopmauii. BwucniB "cucrema Ha kpucrtam"
He € HacmpaBni TepmiHoM. lle TOHATTS BigOuBae
3arajibHy TEHJCHIIO O IJBHIICHHS PIiBHS I1HTErpamii
3a JOMOMOTOF0 iHTeTpamii GyHKmii [2].

SoC 4YacTo 3acCTOCOBYIOTHCS SK KOMIIOHEHTH
BOYIOBAaHUX CHCTEM, i I HUX BHKOPHCTOBYIOTHCS
oJHi 1 Ti cami MeToau npoekTyBaHHs [3]. [neanizoBanuii
MapmpyT TpoekTyBaHHS SoC MICTUTH Taki KpOKH:
CTBOpeHHs crenugikailii Ta MOJCIIOBAHHS, MMOMEPEIHIi
aHami3 TIepej TOAIOM Ha amapaTtHi Ta TporpamMHi
YaCTHHH, TOALI Ha amapartHi Ta MpOTrpaMHi YacTHHH,
aHaJi3, HAJIATO/KCHHS Ta YCYHEHHsI BUSBICHUX IIOMHUIIOK
micns moainy, Bepuikamis micns MoAimy, peaizaris
amapaTypH, peaiizamis nporpamHoro 3adesneueHns (I13),
Bepudikaiis pearizarii.

CydacHi BUMOrH 10 TpoekTyBaHHS SoC TIpHBETH
JIO TIOSIBH TaKMX HOBHX MiJXOJIB, SIK CYMICHE MPOEKTYBAHHS
(ciBIIpO€EKTYBaHHS) Ta CyMicHa BepHdiKaris
(cmiiBBepuikamis) [4]. CHiBIpoeKTyBaHHS — 1€ TPOLEC
HapajenbHOrO MPOEKTYBAaHHS amnapaTHUX 1 MPOrpaMHHX
3ac00iB, 3a YMOBH SKOTO OI[HIOETHCS JOIUIBHICTH

BHOOpy amapaTHoi abo mporpaMHOi peaiizallii IEeBHOTO

(dparmenta mpoekTy. lleit mpomec  Takox  Jae
MPOEKTYBAIBHUKAM 3MOTYy MO0Aa4YMTH, SK CHCTEMa
Moria © mpampoBaTH 3 MOAUIOM  OOYHUCIICHB

Mix amaparyporo Ta [13. CmiBBepuikaris — e aHami3

CHUTBHOT pobotu MPOTPaMHOTO 3a0e3neueHHs
Ta amapaTHHX 3aco0iB SoC 3 METOH BH3HAYCHHS,
Y1 BOHM (PyHKLIIOBATHMYTh MPaBHIBHO pa3oM. 3 1HIIOTO
0OKy, ITiJT 9ac IHOTO MPOIECy aHANIRYETHCS, YA OJHAKOBO
BUPILIYBaTUMYThCSI OCOOJIMBI 3aB/IaHHS NIPOEKTY B YMOBax
amapaTHOI 4YM TporpaMHOi peanmizamii. Pesymeratom
pobotu € (ikcarliss 0OpaHOTO BapiaHTa peaizarlii.
OpmHi€l0 3 OCHOBHHX TMPOOJEeM IPOEKTYBaHHS
KOHTPOJIETIPUIATHUX LHU(PPOBUX NPHUCTPOIB € pealizaris
ix BOymoBaHoro camotecTyBaHHA. CaMOTeCTyBaHHS
NPOrpaMHO-anapaTHUX CHCTEM Ha KPUCTAJIl NMPH3HAYEHE
JUISL BUSIBIICHHS Ta JIarHOCTUKHM MOTEHUIHHHX HMOMMUJIOK
amapaTHOrO W MPOrpamMHOrO 3a0E3MEUCHHS BCEpPEeIUHI
camoro SoC. 3amyckaoul KOMIUICKCHE CaMOTECTyBaHHS,
PO3pOOHUKH BOYJOBAaHUX CHCTEM MOXYTh 3a3]IaJierillb
BUSBISTH W ycyBath Oymab-siKi 31aTHI
3arposy
i (QyHKIIOHANBHICTE cHUCTeMH. Lli TECTH OXOILTIOIOTh

mpobIemMH,
MOCTaBUTH  TiX 3arajbHy  HaJiHHICTh
3Ha4YHy KUIBKICTh PI3HHUX cep, 30KpeMa 1am’aTh, HOPTH
BBEJICHHSA-BUBEICHHS, TaiiMepu, mepudepiitai mpuctpoi
Ta HaBITh NPOLIECOPHY YaCTHHY.

Y 6aratpox raiy3sx, OCOOIMBO B THX, IO TIOB’sI3aHi

3 KPUTUYHO BaXXJIMBUMHU IHOOO Oe3neKu 3aCTOCYHKaMH,

IIIOTh CYBOpi HOPMATHBHI CTAaHAAPTH, SKUX HEOOXITHO
JOTPUMYBATUCh. JIOTpUMaHHs CTaHIAPTIB € HEOOXITHUM
3a0e3MedeHHsIM SKOCTI Ta HamidHOCTI BOYZOBaHHX
cucteM. ToMy caMOTECTYBaHHs BIJirpae BUpILIATIBbHY
ponp y BuKoOHaHHI Iux BuUMor. CamotectyBanHs SoC
JoromMarae B TPOLECT HAJIArOJDKEHHS, HaJalo4yd LiHHY
iHpopmamito mpo crtaH SoC 1 TmOB’S3aHI 3 HHUM

KOMITOHEHTH. 3aJlyuydBIIM  KOMIUIEKCHI  MeXaHi3MH

CaMOTECTYBaHHA, PO3POOHHUKH MOXKYTh IPOJIEMOHCTPYBATH,
o0 IX CHCTEMHU

NpOMILIM  peTeIbHE TECTYBaHHS

Ta BIAIIOBIAaf0TH HEOOXITHUM HOPMATUBHUM KPUTEPisIM.

AHaJi3 ocTaHHIX 10ocaiKeHb i myOaikamiit

Y po6Goti [5] BU3HAYEHO pOJB 1 MICIE CHCTEM
JIOTIYHOTO YHPABIIHHA B KJAaci PEaKTHBHHUX CHCTEM,
0 AKTUBYIOTHCSA Yy BINNOBIAh, HA 30BHINIHI MO
Jnsi onmcy 4YacTHHM KepyBaHHsS CHCTEM JIOTTYHOTO
YIPaBJIHHS 3aCTOCOBYIOTH KiHIIEBI aBTOMAaTH, 3a3BHYAii
y dopmi mogmenmeit Mypa. [Ina momaHHS KepyrOdux
aBTOMATiB y  CHCTEMax JIOTIYHOTO  YIpaBIiHHSA
BHKOPHUCTOBYIOTh Tpadu TepexoliB, IO € He JIHIIe
Bi3yaJIbHUM 300pa)KeHHSIM aJITOPUTMY pPOOOTH aBTOMATa,
ajle 1 WOro IOBHOK MAaTEMAaTHYHOIO MOIEIUI0. Y IH
mpami TakoX 3arnporoHOBaHO METOAMKY PO3pPOOJICHHS
ABTOMATHHX CHCTEM JIOTIYHOTO YIMPABIiHHSA 3 OTJSILY
Ha peaJIbHUil yac Ta 00pOOJICHHS 30BHIIIHIX MMOJIN.

TTonsaTTss wacoBoro aBtomata (timed automata)
SK 3acid ONMCYy CHCTEM pEaJbHOr0 Yacy pO3TIITHYTO
B poborti [6]. I'padh mepexomiB aBTOMaTa JOMTOBHIOETHCS
CKIHUCHHUM Ha0OpOM TaiiMepiB, 10 MPUIMAIOTH AiHCHI
3HaueHHsA. KoxeH TaiiMep CKMIA€ThCS HA HYJIb Y MOMEHT
MEePeXoy Ta 301IbIIY€e CBOE 3HAUCHHS 3 KOKHUM TaKTOM
aBTOMaTa. 3 KOXXHHUM TIEPEXOJIOM TIIOB’SI3aHO YaCOBE
oomexxenus (clock constraint), BOHO O3Hayae, 1O Iei
mepexig Moxe BimOyTHCS JHIe B pa3i, KOJIH MOTOYHI
3HAYEHHs TaiiMepa BiINOBIIAIOTH IIBOMY OOMEKEHHIO.
3 KOKHOIO TIO3UIIIEI0 OB’ s13aHe 0OMEKEHHS Ha TalMepH,
sIKE Ha3MBAETHCS IHBAPIAHTOM; CHCTEMa MOXKe IepeOyBaT B
IIi¥f TIO3MIIi1 JIMIIIE JOTH, TOKA BUKOHYETHCA 1i iHBapiaHT.

VY mpani [7] ITOCHIIKYHOTBECS METOIM TECTYBaHHS,
mo OepyTes 10
TeXHIYHOI cuctemu. [ omUcy IOBEAIHKH CHUCTEMH

yBark 4YacoBi  XapaKTEPHCTHKH
BUKOPHCTOBYETHCST MOJICNIb YaCOBOTO KIHIIEBOTO aBTOMATa
TFSM (Timed Finite State Machine). Y uporeci
PO3pOOIIEHHS TECTIB I YaCOBHX aBTOMATIB PO3IIIAIAETHCS
Monenb TFSM, mo 3Baxae Ha Taiim-ayT (timeout)
y CcraHax 1 3aTpUMK{ BHXIJHHX CHTHATIB MIOJO
peanmizamii mepexony B craH. BomHouac Oeperbes

JI0 YBard, IO SKIIO MPOTATOM TalM-ayTy HE HaIiHIuIo
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JKOJHOTO BXiJHOrO CHTHally, TO aBTOMAT II€PEXOIHTbH
Y HaCTYIIHUH CTaH.

3aranmoM MOJIens YacOBOI'O aBTOMara mepeadadae
TPU THUIIM 4YacOBUX MapaMerTpiB: TaiiM-ayT y CTaHaXx,
gacoBe OOMEKEHHS Ha TIPUHOM BXiJHUX CHTHAJIB
i yac 0OpOOJICHHS BXIIHOI'O CHTHAIY, TOOTO 3aTpHUMKa
BHXITHOTO CHTHAIy IIOAO BXigHOTO. Y MHOMY pasi
MOXYTb JOCII/DKYBAaTHCSI YacoBl aBTOMAaTh 3 MEHIIOO
KiJbKicTIO mapaMeTpiB. Y poboti [8] po3rmsamaroTses
3aBJaHHsl MiHiMi3alii 4acoBUX aBTOMATIB, MeEpPEBIPKU
iX eKBIBAJIGHTHOCTI Ta CHHTE3Y TECTIiB AJIS IIEPEBIPKH.

VY mpani [9] mopyuryroThes MpoOiaeMu MOOYI0BH
amapaTHUX TMOMIE€BHX CHCTEM JIOTIYHOTO YIPaBIiHHS
peaJbHUM  4YacoM Ha  NPOrpaMOBaHUX  JIOTIYHHX
inTerpanpaux cxemax (IIIC). Anroput™m ympaBiiHHS
peani3yeTbcsi Ha OCHOBI MOJIENIi 4acOBOTO aBTOMara
(timed FSM),

nepexomiB (temporal state diagram). IlobynoBa moxmeni

MOJAHOTO  TEMIIOPATBHUM  TpadoM

IOPUCTPOI0  KepyBaHHS BHUKOHAHA MOBOIO  OIHCY
anmapatypu VHDL y (opMi TpUIpPOIECHOTO IIa0JIOHY
3 00poOieHHSM 30BHINIHBOI ToOxil. PyHKIIOHAIbHA
Bepudikaris Mojaeni 3IiACHIOBANACS 3 BUKOPUCTAHHSIM
IHCTpYMEHTAJIBHUX 3ac00iB Active-HDL, CHHTE3 CXEMHO1
peanizanii BHKOHaHMH Ha TEXHOJOTIYHIN T1uaTdopmi
[IUIC Spartan 3E inctpymenTansHuMH 3acobamu CATIP
Xilinx ISE. TlpoaHanizoBaHi anapaTHi BUTPaTH Ha CXEMHY
peaitizarito IpruCTpor KepyBaHH:.

VY po6oti [10] mns peamizarii CHCTEM JIOTIYHOTO
YIPaBITiHHSA PEabHOTO Yacy Oyia 3alponoHOBaHAa MOJEIH
yacoBOro aBTomara Mypa 3 TaiiM-ayTaMH Ta 4aCOBUMH
O0OMEKEHHSIMHU 3 BUKOPUCTAHHSAM JIOATKOBOTO JIYMIIBHHKA
JUTs 30epiraHHs 3HA4YeHHs 4YacoBoi 3MiHHOI. Ha ocHOBI
miei Mogmem OyB po3poOiieHW TeMIopanbHU Tpad
NepexofiB Uil  CHCTEMH  YIPaBIIHHA  JIOPOXKHIM
cBiTiopopom. Ha #ioro ocHOBiI po3po0OiieHa ABOIpoIIecHA
VHDL-monens yacoBoro aBromata Mypa. 3a 10oMOroo
cepenoBumia Xilinx ISE BUKOHaHI Bepu]iKalisi, CHHTE3 Ta
iMmieMeHTanist pospobnenoi VHDL-moneni. Cuntes i
MOJIEITFOBAHHS IO Ta MICII IMIUIEMEHTAL] 3MIMCHIOBAINCS

s MikpocxeM CPLD  XC9572XL-10-TQ100 Tta

FPGA  XC3S500E-5fg320.  Pe3ynpTaTd  CHHTE3y
Ta  MOJEIIOBAHHS  CXEMHM  Miciasd  IMIDIEMEHTaLil
i ATBEPANIH Mpare3aTHICTh 1 KOPEKTHICTh

po3pobnenoi VHDL-moneni.

Y wmoHnorpadii [11] ommcano wmeromm CHHTE3Y
0a30BMX KOMIIOHEHTIB BOYIOBaHHX LHU(POBHX MPHCTPOIB.
OcobnuBy yBary TMpHIOUIEHO CHHTE3y BOYZOBaHHX
IU(POBUX MPUCTPOIB 3 MIKPOIPOrPAMHUM YIIPABIIiHHSIM.
[MomaHO acmeKkTH BHPOBAIKCHHS €IEMEHTIB HaXiifHOCTI
UPPOBUX

Ha TIOYaTKOBUX CTalisiX IPOEKTYBaHHS

MPUCTPOIB, 30KpeMa W MeToAM 3aXHucTy IH(pPOBOTrO
KOHTEHTY BOYyIOBaHMX cHcTeM. PO3IJISIHYTI NPUHLMIH

I pPOBUX
Ha OCHOBI BOY/ZIOBaHHUX 3ac00iB Jyisl ()OPMYBaHHS TECTOBHX

MoOYZOBH  CaMOTECTOBAHHX MIPUCTPOIB
MTOCTIIOBHOCTEH, aHANi3y peakdiii i3 MmomambmuM iX
MOPIBHSAHHSAM 3 €TAJIOHHUMH 3HAYCHHAMU.

Jletaii BHKOPUCTaHHS BHCOKOPIBHEBOTO CHHTE3Y
(High Level Synthesis, HLS) nns FPGA mnonaHo
B pobGori [12], mokmagHO HaBEAGHO MPUKIAIA
BUKOpHCTaHHS HLS iHCTpyMeHTIB Ta ix crenudivHi
FPGA-ttnardopm.

BUKOPUCTaHHA HLS i po3B’si3aHHsA 3amad y cdepax

ornruMizarii A PosrnsHyTO

KomyBaHHS  iHQopmarii, 0O0poOJIeHHA  300pakeHb
1 ayZlio B peaJlbHOMY Yaci.

Y  my6mikamii [13] mopymyerscs mpoOiema
BHCOKOIIPOTyKTHBHOTO MOTOKOBOTO TeHepyBaHHs
BHIMIAJAKOBUX  YHCEI y  Jiama3oHi  piBHOMIPHOTO

it HopmanbHOTO po3noxiny B [IJIIC. Pobora 30cepemxena
Ha JIETKiH peaizamii, IpuAaTHIN U1 MIHPOKOTO CHEeKTpa
[JIIC. CnovaTKy po3risigaloThCs HasBHI THIIM MOJYJIIB
reHepamii BHIIAAKOBHX 4YHCEN 1 OMHCAaHO MOOYyIOBY
po3pobreHoro  remepatopa.  Moro  po3mominzeHo
Ha JIBI YaCTHHH: peali3alis MOTOKOBOTO TeHeparopa
PIBHOMIpHHX YKCeNl i IOTOKOBUI T€HEpATop TaycCiBCHKUX
Yrcel Ha OCHOBI KyMYJSITUBHOTO pO3moniry. Y poOoTi
MOJyJi peayi3oBaHi 3a JIOIIOMOTOI0 MOBHM CHHTE3Y
Brucokoro piBHA (C/C++), TPOTHICKHO A0 THIIOBHX
MiJIXO/IiB Ha PiBHI MOB omnucy anaparypu (HDL).

Y nocmimxeni [14] onmcyrOThCS IHCTPYMEHTH
BHCOKOPIBHEBOT'O CHHTE3Y, L0 AAIOTh 3MOTY PO3POOIISTH
cremiani3oBaHi anapaTHi npuckoproBadi (HWacc). [Ipote
eTanm Bepudikamii Bce IIe € HANHJIOBIIAM ETaroM
y KHATTEBOMY MK po3poOku. Ha BimMmiHy Bin mporpamuoi
iHnycTpii, B iHCTpyMeHTIiB HLS BiacyTHi (peliMBOpKH
TECTYBaHHS, SKi MOTIH O OXOIUTIOBAaTH BeCh MPOIIEC
Ppo3pobieHHs1, 0cobIMBO erarn Bepudikauii Ha 60pToBOMYy
PiBHI 3T€HEpOBAaHOTO OMHCY PIiBHS PETiCTPOBUX IIepenad
(Register Transfer Level, RTL). Y cTatrTi 3ampOnoHOBaHO
¢bpetiMBopk st Bepudikaiii MOIYNiB, CTBOPEHHUX
Ha ocHOBI HLS, 3 BHKOpUCTaHHSM pEKOH(IrypoBaHoOl
cHCTeMH Ta KoHTeHHepiB (Docker) 3 METOIO aBTOMaTH3AIlil
nporiecy Bepudikaii Ta 30epekKeHHs] YUCTOTO CepeIOBHINA
JUIsL  TECTyBaHHS, 3pOOMBIIM  TECTOBY  CHCTEMY
MePEeXiHOI0 MK PI3HUMH eTaraMi po3pOoOIIeHHS.

VY nmocmimkenHi [15] po3rnsgaeTbcss BUKOPUCTAHHS
PUHKY
JUTA Pi3HOMAaHITHUX 3aCTOCYBaHBb i3 PI3HUMH BHMOTaMHU

MIOTYHUX IHTerpajibHUX CXeM Ha

W 3aBaHTaXCHHAMU oOuucieHb. OcobmuBa yBara

B pOOOTi MPUOINAETECA CHUCTEMaM, IO 3aCTOCOBYIOTHCS
o0uuCIIeHb

B rajysi BHCOKOIIPOAYKTHUBHUX
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(High Performance Computing). Y mii ramysi
OCHOBHUMH acCIlleKTaMH, L0 MOTPIOHO Opatu 10 yBar,
€ TPONYKTHBHICTh (32 BHU3HAYCHHSIM) Ta CIIO)KUBAaHHSI
eHeprii (OCKUIbKM BHUTPAaTH Ha OlepaliiHy HisIbHICTH
MepPEeBAKAOTh BUTPATH Ha 3aKYIIIBIIIO).

Y  mpami [16]

BUKOpHUCTaHHA HLS pmnsi epeKTHBHOI IMIUTEMEHTAIlii

OLIHIOETHCS MOKJIUBICTH

3arajlbHOr0 KOJy Ha pI3HUX [UIBOBUX IUIaTGopMmax.
ASIC  (cucrema

31 CHeniaJli3oBaHUMH IHTErpajJbHUMH MIKPOCXEMaMH)

[NopiBHIOBaNMCsA Taki MIatopMu:
ta FPGA (mporpamMoBaHi JOTi4HI IHTErpajbHI CXEMH).
MOXJIHMBICTh BUKOPHCTOBYBAaTH OJHY KOJOBY 0azy
i 000X 1mIaropM  TO3BONUTH HPOTOTHITYBaHHS
Ha FPGA Ta MBUAKAKA MK po3po0ieHHs. [IJ1st OLiHIOBAHHS
MPUJATHOCTI BUKOPUCTAHHS KOIY CTBOPIOETHCS (iIbTp
13 KIHIIEBOO IMITYJTLCHOIO XapPaKTEPUCTUKOIO.

Orsin myOiKariii JOBOANUTD aKTyaIbHICTh CTBOPSHHS
HOBUX TEXHOJIOTIM IPOEKTYBaHHS Ta CaMOAiIarHOCTHKH
CHCTEM Ha KPUCTAi.

Mera UbOro JOCTIIZKEHHS — PO3pOOJICHHS
MoJeNel 1 Mpoueayp MPOEKTYBaHHA Ta CAMOTECTYBAHHS
B [UKJII aBTOMAaTH30BAHOTO IPOEKTYBAHHS aBTOMAaTHHX
CHUCTEM JIOTIYHOTO VIPABIIHHA Ha TEXHOJOTIUHil
wiargpopmi SoC, MO CYTTEBO MiNBHIIMUTL HAIIHHICTH
iX QyHKIiOBaHHS.

Jnst nOCSATHEHHS TOCTaBJICHOI METH HEeoOXiIHO
BUKOHATH TaKi 3aBAaHH:

—  PO3IVISIHYTH TNPOLEAYPU B3aEMOJIIi MPOLIECOPHOTO
SIIpa 3 MPOTPaMOBAHOIO JIOTIKOIO B ckiaai SoC;

— YJIOCKOHQJIUTH TPOLEIYpPU TIPOEKTYBaHHS Ta
TECTYBaHHS POrPaMHO-aIapaTHIX CHCTEM Ha OCHOBI SoC;

— YJIOCKOHQJIIUTH NPOLEAYpH aBTOMATH30BaHOI'O
MIPOEKTYBAHHS,

Bepudikamii Ta  giarHOCTYyBaHHSA

KiOep(i3MYHUX  CHUCTEM  JIOTIYHOTO  YIpaBIJIiHHA

3 BUKOPHUCTAaHHSAM MOB IIPOTPaMyBaHHS Ta MOB
OIUCY amnapaTypH;
— peamizyBatu TIPOIe Iy pr

CaAMOTECTYBaHHS KEPYIOUHMX aBTOMATIB HA TEXHOJOTIYHIN

arapaTHOTO

wratgopmi SoC.

AnapartHa miardopma SoC Zynq-7000

OnmHuM i3 TpHKIALiB MPOrpaMOBaHOI CHCTEMH
Ha kpuctaai € FPGA cimeiictea ZYNQ-7000 bipmu
Xilinx Inc. ns noOGynosu SoC pi3HOTO TpH3HAYECHHS
iatdopma Zyng-7000 EPP mictuth Taki QyHKIIOHABHI
MIPOLIECOPHY
MPOLIECOPHUIT MOJTYIb, iHTepdeiick mam’siTi, nepudepiitti

Goku: mijcucreMy, IO MICTHTh

iHTepdeiicu, MixONOKOBI iHTepdeilicn Ta iHTepdelicu

JI0 TIPOTPAMOBAHOI JIOTiKH, & TAKOXK MPOTPaMOBaHY JIOTIKY.
[pouecop ARM Cortex A9 MPCore mae BOyIOBaHy
mam’sitb, Oaratuéi Halip mnepudepiiiHIX NPHUCTPOIB,
iHTepdeiicu 10 30BHIIIHBOI Tam’sTi. B3aemonist Mk ABOMa
NpoLEecOpaMH  MOXe 3JIHCHIOBaTUCA 3a IOIOMOTOO
MDKIPOLIECOPHUX TePEepUBaHb Kpi3h JUISTHKY 3arajibHOi
maMm’sITi CHoco0oM Tiepeadi mosigomieHs [ 17].
Inrerpanena cxema ZYNC-7000 EPP (Extensible
Processing Platform) BukoHaHa 32 TEXHOJIOTIYHIM TIPOLIECOM
SRAM 28 um i1 € FPGA 3 ynpoBaJp)KeHUMH JI0JIJaTKOBUMU
¢ysakmioHampHIME Onmokamu. Kpim 350 THc. moriyHmX
FPGA  Z-7045),

OaratosmepHHil  OJIOK

OnokiB (s KPHUCTall  MICTHTh

o0uncroBadiB, MOOYIOBaHUI
Ha 0a3i nBox sgep mporecopa ARM Cortex-A9, 2 MOIT
BOymoBaHOI  OaraTomopToBOi  mam’sTi, KOHTPOJIEPH
30BHIIIHIX JUHAMIYHHX OTMIEPATHBHHUX 3aIlaM’ITOBYBAIBHUX
mpuctpoiB (DDR2 i1 DDR3), KOHTponepu MpHCTPOIB
flash-nam’sati (NAND 1 NOR), na BOymoBaHi Oi0oKH
BHCOKOIIBUIKICHUX 12-pO3pSAAHAX aHAJIOTO-ITU(PPOBIX
MIepeTBOPIOBayiB, BOYAOBaHUI KOHTpojep iHTepdeiicy
PCle, BOymoBaHi  KOHTpOJIEpH  CIIEIiali30BaHUX
inTepdeiiciB, takux sk 12C, USB 2 Ethernet, UART,
CAN, SPI Tomo.

[Mnardpopma Xilinx ZYNQ-7000 mae apXiTekTypy,
Jie TIOETHAHO CHCTeMy 0OpoOieHHs (processing system,
PS) Ta nmporpamoBany Jnoriky (programmable logic, PL).
B3aemoniss mBOX cHCTeM BiZOYBaeTbCS 3 JOITOMOTOIO
inrepdeiicy AMBA Ha ocHOBI ipoTokoiy AXT.

AXI — me mBOoTOUKOBHIT iHTepdeiic, po3poOIeHu
Ut BHCOKOIPOAYKTHBHUX i LIBUIKOTIFOYHX
MIKpOKOHTpoJNepHuX cucteM. IIpotokon AX] ocHOBaHMI
Ha KaHami "Toyka-Touka', [0 Tmepeadavyae CHUTbHE

BUKOPDHCTaHHA IIHHHA Ta Ja€ 3MOTry 30iIbImmTH

MPOMYCKHY 3MaTHICTh 1 3MCHIIUTH 3aTPUMKy. AXT

€ HalmomyJsIpHIIMM  cepel  yCiX  MiK3 €IHAHBb
inrepdeiicy AMBA. Bin 3abe3neuye B3aeMOJII0 Pi3HUX
OJIOKIB ycepeIiHi KOXKHOTO Yrmia. MexaHi3M KBUTYBaHHS
rapaHtye, 10 iHGOpMAIls  THepelacThCs  YiTKO
i 6e3mepebifino. lle mae 3Mory pi3sHEM KOMIIOHEHTaM

B3a€EMOJIISATH O3 OyAb-SKUX MEPEIIKO/I.

MapupyT npoekryBanus SoC

Ilpoilec  mpoexTyBaHHsS BOYJOBaHHUX  CHCTEM,
[0 peaTi3yrOThCs Ha 0a3i KPUCTAIIIB MPOTrPAMOBAHOT JIOTIKA
3 apxitexTypoto FPGA i po3MMpIOBaHUX O0OYNCITIOBATBHIAX
wiathopm cimeiictBa Zyng-7000 AP SoC, 3araiom
nependavae mricth eramis [17].

1. Pospobnenus

MIPOEKTY  MIKPOIPOLIECOPHOT

cucreMu. Ha mpoMmy erami BHW3HAYA€THCS apXiTEKTypa
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CHCTeMH W po3momin (YHKIIA [0J0 BUKOHAHHS
0o04YHCIIeHh MK anapaTHOI Ta NPOIPaMHOI0 YaCTHHOIO
i3 BHUKOPHUCTAaHHSIM OOpaHUX KPHUTEPIIB Ta METPHUK
(CHEeprocmoXKMBaHHs, IIBHIKICTE pPeakilii CUCTEMH,
ONTHMAJIbHICTh BHKOHAHHSA OJIOKIB). Takok HOJaeThCs
HeoOXimHICTh BHOOpY WiIbOBOro mpouecopa abo SoC
JUIS TIOANTBIINX €TaIliB IIPOEKTYBAHHS.

2. IlpoexTyBaHHs amapaTHOI IUIATPOPMHU CUCTEMH,
ska po3poOmsaerbes. Ertanm mepembadae  (opmyBaHHS
MPOEKTY amnapartHoi miardopmu ta Bu3HaueHHs [P-snep,
HEOOXiMHUX Ul KOHKPETHOTO 3aBAaHHA. HacTymHnmu
3aBJAaHHSIMHM Ha IIbOMY €Talli € peasi3allis amapaTHol
wratdopmu Ha 6a3i oOpaHoro yna Ta ii Bepudikartis.

3. TligroroBka CHUCTEMHHX IPOTPaMHHUX 3aco0iB
HIDKHBOTO (amapatHoro) piBHi. Ha mpomy erami
BiZI0OyBalOThCSI PO3POOIICHHS, HAIArOJUKEHHSI TIEPBUHHOTO
3aBaHTakyBada cucreMu (First Stage BootLoader, FSBL)
Ta QopMyBaHHA mTakeTy mATPUMKHA 1atd (Board
Support Package, BSP). Ilin wac po3poGnenus FSBL
MOXYTh OyTH PO3TOpHYTi 0a30Bi 3aCO0OM UII OHOBJICHHS
(Over-The-Air update, OTA), mo cupoulye MMOAAIBII
ertanu TectyBaHHs cuctemu. CTBopeHHs BSP nepenbavae

(hopMyBaHHS HEOOXiTHOTO MAKETy IpalBepiB CHUCTEMHU

Ta IX TecTyBaHHA / iHTerpamilo / ajanTairo
st oOpanoro Habopy mepudepii.
4. ®opmyBaHHS OCHOBHOTO POrPaMHOTrO

3a0e3nmeueHHs] CHCTEeMH, IO po3podiserbes. Ha mpomy
eramni (opmyetbest apxiTektypa 13 cucremu Ta numersest
KOJ 3aCTOCYHKIB 3 OJHOYaCHHM BHKOHAHHSIM THIIOBOTO
iTepauiiiHoro crBopenHst [13, opieHTOBaHOI Ha TecTyBaHHS
(Test Driven Development, TDD).

5. KommnekcHe MOJIENIOBaHHS Ta HAaJaroJKEHHS.

IMlin wac T1BOro eTamy BHUKOHYETHCS  IHTErparlis

PO3pOOJICHUX MPOrPaMHUX i amapaTHUX KOMIIOHCHTIB Ha

nimeoBil  mmardopmi. KomrulekcHe — HamaropkeHHS

MICTUTh  SIK TEpeBIpKy iHTerpauii KOMIIOHEHTIB,

TaK 1 HAJIATO/KCHHS TPAHWYHHUX CTaHIB CHCTEMH (PEXUM
nepexigy 'y pexum

CHy, BHUXIJ 13 PEXKHUMY CHY,

CHepro30epeKeHHs,  HABaHTAXYBAIbHE  TECTYBaHHI
Ta MepeBipKU O0E3MeKH CHCTEMH 3arajioM).
6. T'enepartis 3aBaHTAXXyBAJIbHOTO o0pazy

Ta po3ropTaHHs po3pobiieHoi cucremu. st oOpaHOro
BapiaHTa 3aBaHTaXEHHS CHCTEMH TE€HEpYETbCsA o00pas,
SKHA ~ MOXE MICTHUTH TaKi KOMIIOHCHTH: 00pa3s
JUTS TIPOIIMBAaHHS €HEPrOHE3aIeKHOI BOYIOBAHOI MaM ATl
(Embedded  Multimedia eMMCQ),
o0pa3 s pO3rOPTaHHS CHUCTEMH 13 3aCTOCYBAaHHSIM
(Network  File

TeHepamis  Ta

Memory  Card,
3aBaHTaxyBaua NFS boot System)
IS PO3pPOOHHUKIB, MIPOIINBAaHHS

fuse-xoH®biryparii A1 3aXUCTY CUCTEMH.

IncTpymeHTanbHi 3ac00u

[Ticis BuOOpy BapianTa KOH(DIryparrii mpoIecopHOro
Omoky, o 3abesmedye HEOOXiNHY TNPOIYKTUBHICTD
y mpoueci BUKOHaHHS (yHKHiH BOyZOBaHOI cHCTEMH,
MOXXKHA TepedTH Oe3mocepenHb0 A0 MPOEKTYBAaHHS 1i
arnapartHol m1aThopMu.

Po3pobienns BOYZOBaHOTO MPOTPaMHOTO
3a0e3neueHHs 31HCHIOEThCS 3 BAKOPUCTaHHsIM Vitis IDE.
V3aranpHeHU Tmpomec npoekTyBaHHA I3 Ha 0Oasi
Vitis IDE €

mwratpopmu. OCHOBHAa dYacTMHa — Iie KOH]Iiryparis

TUTIOBUM LUKJIOM Juisi  BOyZOBaHOL
iardopmMu sl TBOBOI TUIATH Ta reHepauis Software
Development Kit (SDK). Ilicns mporo eramy MOXHA
ckopucrarucs Application Programming Interface (API)
s pobotu B pexumi baremetal abo 3 nomaBaHHAM
FreeRTOS.

BoynoBane cepenoBume po3podku Vitis IDE
MICTHTh TOTOBiI 0a30Bi MpUKIamu podoTH 3 Zyng-7000,
cepexn SKHUX 3aCTOCYHOK Tecty DDR mam’sATi, epeBipka
LwIP wmepexHoro creky. Ilicias cTBopeHHS amaparHOi
yacTuHU y Vivado Tta reHepamii HeoOXimHuX QailimiB
JIOLUIBHO TEPEeBIPUTH LUIICHICTD TaM’ATi Ta BHKOHATH
3aCTOCYHOK memory test, pe3yJbTaTH SKOro OyIyTh
JOCTYIHI B KOHCOJII TOCIIJIOBHOTO TMOPTY, IO SIKOTO
MIKITIOYEHO TaTy. 3a3Ha4uMo, IO ISl IPOTrpaMyBaHHS
LUTBOBOT  MIIaTGOPMU  MOXe  OyTH
Xilinx  Platform
i Xilinx Virtual Cable Protocol, 1m0 na€e 3MOry MPOIIATH

BUKOPUCTaHUN
SK  OQiImiifHN#H Cable, Tak
1 HaJIaroINTH BiHaJICHUH TIPUCTPIil.

VY3aranpHeHe MpoekTyBaHHs [P-sgep BuUKOHYeThCs
B cepenoBuili Vivado IDE i3 3aCTOCYBaHHSM SIK TOTOBHX
OJI0KIB, TaK 1 KOpHUCTyBaubkux saep. Ilicns cTBopeHHs
IP-smpa MO’kHAa KOHTPOJIOBAaTH BepcCil Ta, BiANOBiTHO,
OHOBJIIOBATH OJIOKM, a TaKOX IHTETPYBaTH sApa depes
nporec System Block Designer, ne MOXHa HalaIlITyBaTH
napamerpu  ONOKy Ta

IHTErpyBaTH HOro pasom

no PL-dactmam. OpHUM i3 JOCTYIHHX BapiaHTIB
renepaitii [P-sinep € Bukopucranus Vitis HLS nist pobotu
3 BHCOKOPIBHEBHM CHHTE30M. Takoxk Moxe OyTu
3aCTOCOBaHMI KiacyHud minxin 3 Verilog/VHDL-onmcom
1 BIAIOBIAHAM testbench.

IMicns ctBopenns IP-sapa HEOOXigHO mmin’ €aHATH
OCHOBHI KOMYHIKaliifHi iHTepdeiicu, a came AXI-muHy
Ta BXimHI / BuxigHi moptd. [l 1mboro moTpiOHO
Monu(ikyBaTH 3TeHEpOBaHWI MAOIOH MOBOIO OITUCY

anaparypu Verilog/VHDL.

IMponec  Bepudikamii  [P-Omoxy  mepenbauae
HAIMCAaHHS BIAMOBIAHOTO testbench Ta iHTErpariro
B System Block Design. 3a3Hauumo, 1m0 micus
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MPOXO/KeHH Bepudikarmii Ta 30mpanns [P-6mok crae
JIOCTYIIHUM y PENo3UTOpil MPOEKTY, 3BIAKA MOXe OyTH
NOJAHWI IO CHUCTEMM Ta HajmamToBaHWi. OCHOBHUMH
rnapaMmeTpamu HaJIAITYBaHHS

MOXYTh Oyt

K KOHCTaHTH, INO 3MIHIOIOThCA ISl KOHKPETHOTO
JM3aiiHy, Tak 1 napamerpu AX/-muHu.

Y TumoBoMmy mpomueci amzaiiHy mns mathopmu
ZYNQ [ouinbHO  BUKOPHUCTOBYBAaTH I1HCTpYMEHTapiit
Vitis HLS nnsa Vivado —

IJId TIPOEKTYBAHHA CUCTEMMU. Hammcanus IIporpaMHoOIo

cuatesy [P-OmokiB i
3abe3neueHHs it ARM (PS-dacTWHU) 3IIHCHIOETHCS
B cepenosuli Vitis IDE. Ha puc. 1 300paxxeHni THIIOBUI

Xilinx.
IP-610KiB

MapmpyT  BHKOPHUCTAHHSI IHCTPYMEHTIB

Lleit mpomec € peamizami€l0  OKpeMHUX
y cepemoBmii Vitis HLS Ta HammcaHHS BiAMOBIIHUX
testbench nnsi HUX, TICJS YOTO IMIIOPT J0 CEpelOBHIA
Vivado, ne iuterpytotbcst Omoxu [P 3 PS-dacTuHOIO
ZYNQ. Tlicns cuHTE3y Ta OTpUMaHHS OiTCTpUMY
s koHOirypanii FPGA-gactuan ZYNQ BUKOHYETHCS
onepauis Export Hardware including bitstream nns
oTpuMaHHSA xsa-¢aitury. Jlami, BIAMOBIIHO OO CTBOPEHOI
apXiTeKTypHU CHCTEMH, MOXKHa abo 3reHepyBaTH 00pa3
Linux 13 BHUKOpHCTaHHSIM petalinux Ha 0a3i Yocto
Framework Ta xsa-¢aiiny, abo iMIopTyBaTH OTpUMaHHN
xsa-taiin no Vitis IDE % 3actocoByBatH baremetal SDK
Bin Xilinx. Takox MOXKHa TMPOBOAUTH HANArOKCHHSI
B cepemoBumli Vitis IDE 1is KpOC-KOMILTBOBAHOTO

3aCTOCYHKY Ha 0a3i PetaLinux.

Puc. 1. MapmpyT BUKOPHCTaHHS 1HCTPYMEHTIB Xilinx
st iatdopmu ZYNQ

IIpucTpiii JIOriYHOr0 KepyBaHHS
JOOPOKHIM cBiT/I0opoM

PosrnsaemMo anroput™ (yHKIIFOBaHHS JOPOXKHBOTO
cBiTIOGOpa, IO MPALIOE Yy JBOX PEXHMaxX: IACHHOMY

" HIYHOMY. MHoxuHa BXIJHUX CHTHAJIIB
X ={Onn, St, Bm}, ne Onn={0,1} — curnan
YBIMKHEHHSI JTOPOXKHBOTO CBiTIIOOpa Ta  3aIycKy

HiuHoro mukiy; St={0, 1} — curHAI 3aIyCKy JCHHOIO
MKy pobortu cBitnodopa; Bm={0, 1} — curHan

YBIMKHEHHSI 3€JICHOTO CBIiTJIa Ha MIMIOXiTHOMY HEePeXOi.
Orxe, Onn 1 St
a Btn —mogiero.

€ OHOBiH.[yBaJ'IbHI/IMI/I CHUTrHaJIaMu,

MHOXWHA BHXIIHAX CHTHAJIB I CBITIO(OpPIB
Y ={Rl, YRG, YGR, Gl, R2, G2}, ne Rl — curHan
YBIMKHEHHSI UYEPBOHOTO CBITJIA Ha OCHOBHIH JOpO3i;
Gl — curHan yBIMKHEHHS 3€IIEHOTO CBITIIa CBIiTIIOopa
Ha OCHOBHIH 10po3i; YRG — curHamu YBIMKHEHHS
JKOBTOT'O CBITJIa Ha OCHOBHIN 10po03i (32 YMOBU 3MiHH
R — G); YGR — curHanu yBIMKHEHHS >KOBTOTO CBITJIa
Ha OCHOBHIH 10po3i (y pa3i 3minu G — R ); R2 — curHan
YBIMKHEHHS YEpPBOHOTO CBITIa HAa MIIIOXiTHOMY
mepexoni; G2 — cUTHaN yBIMKHEHHS 3€JIEHOTO CBITIIA
Ha MIIIOX1THOMY HePEXOi.

Iarepdeiic  cucremu

VOpPaBIiHHA  JOPOXKHIM

cBiTII0(OpOM 300paxkeHuii Ha puc. 2.

Puc. 2. IaTepdetic cuctemu ynpaBiiHHS IOPOXKHIM CBITIO(GOpOM

BusHaunMo CTaHH KepyIOUOro aBToMaTa:

— cTraH al — yBIMKHEHHsS aBTOMAra, BHUXIiTHHX
CHUTHAITIB HEMae, 3aTpUMKa 10, ;

— craH a2 — XOBTHH 3a yMOBHM 3MiHU G — R,
Buxonu {YGR, Rl, R2} , 3atpumka fo,;

— CcTaH a3 — 4YepBOHMH Ha [OpO3i, 3eICHHH
Ha nepexoi, Buxoan {R1, G2}, 3atpumka fo;;

— craH a4 — XOBTHH 3a yMOBH 3MiHM R — G,
Buxomu {YRG, R, R2},3atpumka fo,;

— CTaH a5 — 3eincHMHd Ha 0pO3i, YEPBOHHIA
Ha nepexozi, Buxonu {Gl, R2}, 3aTpumKa fo, ;

— cTaH a6 — yBIMKHEHHs 3€JICHOTO Ha Tepexomi

Ta YEpBOHOTO HA JOPO3i 1o KHOMII Btn, 3aTpuMka fo,,
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Buxomu {R1, G2} i3 3aTpUMKOIO TOSIBH [, , 3aTPUMKa
y CTaHi to;
— cTaH a7 — TOPUTH TUIBKH )KOBTHIA, 3aTPHMKa 10, .
Hasegemo anroputM pobotu criTiodopa. Ilix vac
YBIMKHEHHSI TIPUCTPOIO KepyBaHHst (Onn =1) 3aIycKaeThes
HIYHAH IUKI  po0oTH

cBiTIIOpOpa, BiIOYBaeThCS

MHIOTIHHS  >KOBTOT'O
(a] - a7),

ue mpamoe. Ilicns 3amycky jgenHoro mukimy (St=1)

CBITIIa Ha OCHOBHIM JOpO3i

cBiTIoop Ha MIMOXITHOMY IEpexomi

peati3yeThcsl Taka CHCTEMa NePexoliB: d, —d; —a, —ds —d, .
V cTaHi a;, KOJU Ha OCHOBHIN JOpO3i TOPUTH 3€NEHHUI,
BU3HAUCHO BIKHO mpuiiomy (fime constraint) t, aus

30BHIMHBOI oAl Btn (HATUCHEHHS KHOIKU IEPEXONy).
VY mpoueci oOpoGiieHHsT mi€l MoAil Kepyrouwid aBTOMaT
NepexXouTh y CTaH d,. Y IbOMY pa3l Ha OCHOBHiH
JOpO31 3aropsieThbCs YEPBOHUI,
mepexoi

a Ha MIMOXiTHOMY

3aTPUMYETHCA ‘IepBOHHﬁ, a 3eJICHUMA

3aropsieTbesl 13 3aTPUMKOIO f, (4ac Ha MiIrOTOBKY
J0 mepexony). 3a mepion !, Moxxe OyTH IPUHHATUN TUIBKU

OIUH CHUTHaN (30BHimIHA monisi) Bin; t0 — moyatok

BikHa; .,

. — 3arpuMka (opMyBaHHS BHXIJHHX
CHUTHAJIB; !, — BIKHO IPUIOMY 30BHILIHBOI MOIT.

OTxe, HOI CHCTEMH YIPABIIHHSA  JTOPOXKHIM
CBITJIOpOpPOM MOXKe OyTH HOOYZOBaHHI TEMIIOpalbHUIMA

rpa¢ nmepexoiB vacoBoro apromara Mypa (puc. 3).

(R1, G2}

Ay St-onn _St-Onn
@

P 4<<‘~D StyOmn oY O™ St:Onn A
“ — | &
¢ YGR O svom g
St0Onn St Onr Q-
: &
\ 1 "

Btn-(StVOnn)' &rn
AT St Onn-Btn
1,‘?1&21 LGy - Bin(t,)

) {R2,G1)

Puc. 3. TemnopanbHuii rpad nepexoais aBTomara Mypa
JUISL CUCTEMH YIIPaBIiHHS JOPOXKHIM CBITIIO)OpPOM

Ha puc. 4 nogana gacoBa miarpaMa (yHKIIFOBaHHS
4acoBoro amTomara Mypa sl CHUCTEMH YIpaBIiHHS
JOPOXHIM CBITIO()OPOM Yy JECHHOMY IUKII poOOTH, SKa,
BJIACHE, € CTEIU(IKAIIEI0 IPUCTPOIO, IO MPOEKTYETHC.

Puc. 4. Yacosa giarpama aBTomara Mypa Uil CHCTEMH YIPaBIiHHSA JOPOKHIM CBITIO()OpOM

Peadqizauis B SoC

Y pasi HasBHOCTI rpadoBoi Momeni Mypa
JUISl aBTOMATHOTI'O TIPHUCTPOI0 KEepyBaHHS (PYHKLIOHATbHE
NOKpUTTs crieruikamii Moxxe OyTH 3BEJeHO 10 00Xomy
BCiX cTaHIB aBTOMaTa Mypa Ta peaiizawii BCiX HepexomiB

y kokHoMy ctaHi. Ilix vac mpoBenmenHs Bepudikarii

3BaHUH

(AE),

y Tporeci npoBeaeHHs sKkoro Tect (00xim rpada)

AaBTOMATHUX MO):[GJ'IGﬁ peani3y€TLc51 TakK

"HepYHHIBHUI" JIarHOCTUYHHH EKCHEPHUMEHT
MMOYMHAETHCS 3 TMOYATKOBOI BepIIMHU rpada Mepexoiin
i moBepraeTthcst nmo Hei. B opramizamii  [IE
i3 CcaMmoJiarHOCTHKHM NpUCTpPolo KepyBaHHs Ha SoC

SIK TECTEp BUKOPHCTOBYEThCS onepauiinuii aBromar (OA),
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mo imitye curHamu Onn, St Ta Btn. Etanonu
30epiratotbest y am’siti PS'y Burisiai 3Hauenb R1, YGR,
YRG, Gl, Rl, G2 y BianoBigHi NPOMDKKHA dYacy,

a IPOMDKKM dYacy y BHITIIOlI KOHCTaHT I, Takox

30epiratotbess B mam’saTi PS. Ilmsaxm obxomy rpada
nepexofiB 30epiraroTbesi B mam’sTi PS 1 peainizyroThes
CHoCco0OM 3a/IaHHs MapaMeTpa ¢ y IEeBHI IPOMDKKH Yacy.
Kepyrounit aBtomatr (KA) BupoOmse BuximHi
curHama R1, YGR, YRG, G1, Rl, G2, popmye 3 HUX
OiHapHMii BekTOp Ta mepemae Horo mo OA. Tam neit

Puc. 5. Peanizauis npuctporo kepyBauns B SoC ZYNQ-7000

IMo6ynoBa monei npuctporo y CAIIP Vivado

VY cepenosui Vitis HLS i3 mintpumkoro High Level
Synthesis moriky KA peani3oBaHO 3 BHKOPHCTaHHSIM
pragma-TupeKTUB  KOMIIUIATOpA, 1IN0 JIAIOTh  3MOTY
TIPU3HAYNTH KOHKPETHHUH iHTepdeiic, mo Oyne 3acTocoOBaHO
mig ygac cuuTe3y I[P-Onoky. Ilepen mporecoM cuHTE3y
HEOOXiTHO BKazaTH fop-level-function, sika Mae OyTH
BUKOpHCTaHa JJIsl CUHTE3y, W ouiKyBaHHWHU clock-niepion
omoky. Oxpemo moTpiOHO BH3HauMTH MOmenb SoC,
sKa MOke OyTH 3acTocoBaHa Juiid co-simulation mij 4ac
HamaromkeHus [P-6moky. Yci moneni noriku podotu SoC
gk Onoxy PS, Tak i 6yokiB PL Ta AX/ BUKOHaHI MOBOIO
nporpamyBanas C. Peamizamis moriku FSM BukoHaHa
y ¢opmari
HaBeJIEMO (pparMeHT peamizamii craHy a5 y Komi
Moneni FSM (puc. 6).

[Micns pospobinenust [P-6moky FSM BuUKOHYeThCS

aBTOMaTHOro mabnoHy. Sk mpukang

Woro cuHTe3 Ta ekcrnopr Ak [P g0 cepenoBuiua
Vivado.
BHKOHAHA 3 JIOTIOMOTOI0 THIIOBOTO IIPOIECY JOJaBaHHSI

Interpamis  Onoky m0 cepenoBuiia Vivado

KOPHUCTYBAJIBHUIBLKOTO peno3utopito IP-6mokis Ta 610Ky

BEKTOP TTOPIBHIOETHCS 3 TAIIOHOM 1 pe3yNIbTaT TOPIBHSIHHS
Kpi3p OJOK BBeleHHs / BUBEICHHS IIEPENAcTbCs Ha
KOHTPOJBHHUN CBITIIONION VTSI Bi3yaTbHOTO CIIOCTEPEIKECHHSL.
Kpim toro, curmaimm R1, YGR, YRG, Gl, Rl1, G2
6e3mocepenHbo 3 KA Kkpi3p 070K BBeICHHs / BUBEICHHS
PL mepemaroTbcs Ha CBITIOHIOAHY TIaHENb BUXITHUX
CHTHAJIIB JUTSl BI3yaJIbHOI'O CIIOCTEPEKEHHS. Y3arajlbHEeHUH
BUTJISIIT CHCTEMH HaBEJICHO Ha PHC. 5.

OnepauiiHuii aBTOMar y peXuMi MPOBEICHHS
JE iMiTye Bumady BXigHUX curHaNiB it KA.

Ha  Block  Design. Yci  po3pobneHi  OiOKH

3 BHUKOpUCTaHHAM TexHonorii Vitis HLS okpemo
MMO3HAYAIOThCS Ha Jiarpami. TakoX CHCTeMa MICTHTh
ZYNQ

curHany RESET Tta IP-6nok B3aemonmii 3 AX/-mmHOIO

Processing ~ System, IP-amgpo  reneparii

AXI  Interconnect. bnok status leds BUKOPHUCTAHO

JUIi  Bi3yanpHOTO  BinoOpakeHHs  iH(opMmamitHUX

curHaiis (puc. 7).

case fsm states::AS:
if (input_signals & Btn && m_counter >
constraint a5 1 - 1 && m_counter <
constraint a5 h)
(m_next state = fsm_states::R6;)
else if (m counter < T3 - 1)
{m next state = fsm states::A5;
++m_counter;}
else if (! (input signals & OnSignal))
{m next state = fsm states::Rl;}
else if (! (input signals & St))
{m next state = fsm states::Rl;}
else {m next state = fsm states::R2; }
break;

Puc. 6. Peanizarnis ioriku nepeOyBaHHs B cTaHi a5
Ta MEPEeXO/iB MK BiAMIOBITHIMH CTaHAMHU
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Peanizamis noriku miarHoctyBaHHS FSM BUKOHaHA

Ha ARM-4actuHi 3 BUKOPHUCTaHHAM MOBH
nporpamyBanas C. Vitis HLS nmae 3Mory 3acTocyBaTu

0a3oBy Joriky 3 testbench IP-6Gmoky. HamaromkeHus

MPOTPAMHOTO 3a0e3MeueHHs PS-4acTHHN BUKOHYETHCS
B cepemouuti Vitis [IDE 3 BuxopuctaHHsMm Xilinx
Platform Cable, mo poOUTh MOMJIHBHM B3AEMOJIO

3 ZYNQ 3 nonomororo JTAG-iatepdeiicy.

Puc. 7. Jliarpama po3po6ieHoro npoekty SoC'y cepenosutii Vivado ISE

JiarHocTHYHUI eKCepUMeHT

B oprasizamii ~ mporecy CaMOJIIarHOCTHKHU
pearnizyeTbesl HepyHHIBHAN JiarHOCTUYIHUHN €KCIIEPUMEHT

(IE) cmocobom o0xomy Bcix ayr rpada mepexoiis

Puc. 8. Peanizauis JIE npuctporo kepyBanus s SoC Zyng-7000

KEpyro4doro aBToMata, I[OYMHAKO4YU 3 MMOYaTKOBOL

BEpIIUHH (pHUC. §).

Ilix yac BUKOHAHHS HEPYHHIBHOTO iarHOCTHYHOTO
EKCIICPUMCHTY  OyJI0 OTPUMAaHO YacoBi Jiarpamu
3 BOynoBaHoro jorignoro auaiuizaropa [P-Core Xilinx

Integrated Logic Analyzer.
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Juss  mepeBipkH  KOPEKTHOCTI  0OpoOIeHHS
TpaH3akiii AX/-muHU OyJ0 BHUKOHAHO i’ € THAHHS
aHalizaTtopa 0 BiANOBiTHOI IMWHU OOMiHYy B CHCTEMI.
VY pasi BuKOpUCTaHHS AXI-IMHU BHUXOIM 3aKOJOBAHO
gepes

3CYB OIWHHUII Yy BiamoBimHOMY 32-0iTHOMY

perictpi. Pesympratm mpomemenns JIE  mokasasi
crocoboM peamizalii THHNOBOro IWKIy pobotn FSM
a,—a,—a,—a;—a,.

BinmoBimHo, y cTaHi a3 aKTHMBHAMH CHUTHAJIaMU

kepyBanHs € Rl Ta G2 .Ix 06’emnanns nopisaioe R1| G2

a6o 1<<0]1<< 5, moy HEX nopiaroe 0x 21 . Biamnosigai
mari orpuMaHi mo AXI-mumHi Ha miHIT streetlight
_fsm_bd _i/ps7 0 _axi_periph M02 _AXI RDATA[31:0].

Ha puc. 9 HaBeneHO cTaH BHXOIIB aBTOMATy MAJIA
crany a3 (Rl=1, G1=1), oTpumaHuii 3a 10MOMOrOIO
BOYIOBAHOTO JIOTIYHOTO aHAJi3aTopa.

Takum camuMm ynHOM OyJia OTpUMaHa jaiarpaMa Juis
CTaHy a5 TMICNS MOoJavi BiAMOBITHUX TECTOBUX CUTHAIIB
3 Ooky PS-wactmaum cucremu. Ha puc. 10 HaBemeHo
niarpaMy 3 JIOTIYHOTO aHAJi3aTopa Ui CTaHy ad .

Puc. 9. Yacosa miarpama 3 JIOTi4HOTO aHajli3aTopa CUTHAIB KepyBaHHs IS CTaHy a3

Puc. 10. Yacosa niarpamMa 3 JOTiYHOTO aHAi3aTOpa CUTHANIB KEPYyBaHHS JUIS CTaHy a5

[lopiBHAHHS OTpPUMaHMX YacOBUX [iarpaMm 3

CTAJIOHHOK crenudikaiiero (puc. 4) mokasajio MOBHUI
30ir, MmO MiATBEPIKYE

KOPEeKTHY Tpare3faTHICTh

CIIPOEKTOBAHOI'O IPUCTPOIO.

BucHOBKHM Ta nepcNeKTHBH NOJAJIBLIIOT0 PO3BUTKY

YHacniZok BUKOHAHHS POOOTH MOPYIICHO MUTAHHSI
NOOYyZOBH CHCTEMH CaMOMIarHOCTHKH KibepdizmyHol
CHUCTEMH  JIOTIYHOTO  YIPaBIIHHS, peaiizoBaHol
Ha TEXHOJIOTIUHIM mardopmi cucTeMH Ha KpHCTali.

[MpoananizoBaHO MPHUHIMIN TOOYIOBH  BOYIOBaHUX

KiOep(]i3MUHUX CHCTEM, SIKi peami3ylOThCS B CHCTEMax

Ha Kpuctami. Po3risHyTOo MeTromu W MapuipyTH

MPOEKTYBAaHHSA CHCTEM Ha KPHUCTadi, IO MICTATh
IporpamMHy Ta amapaTHy dacTuHH. ONMcaHo MPUHIMIH
moOymoBu  cucteM  Bepudikamii Ta  BOymoBaHOI
camoniarHoctuku SoC.

TexHOMOTIYHOIO TIAT(HOPMOI0 0OPaHO MMPOrpaMOBaHy
cucreMy Ha kpuctrami FPGA cimelictBa ZYNQ-7000
¢bipmu Xilinx Inc. Ilnardopma Xilinx ZYNQ-7000 mae
apxiTeKTypy, A€ IO€IHAHO CHCTeMy 00pobieHHs PS
i mporpamoBaHy Joriky PL. B3aemomis mBox cucrem

BiOyBaeThCs 3 Jornomoroto iHtepdeiricy AMBA Ha OCHOBI
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npoTtokoiny AXI. SIk HanaroLKyBajibHy IUIATy BUKOPHCTaHO
HEIIOPOr'y 3arajbHOJIOCTYIHY IUIaTy ZedBoard, ocHaleHy
npuctpoeM XC7Z020 Zyng. ChopMyIpOBaHO 3arajibHY
TIOCITIIOBHICTD €TariB NPOEKTYBaHHS CUCTEMH Ha KPHCTAI
Ha twiatdpopmi ZYNQ-7000. TlpaktuuHy peami3aliiro
BUKOHAaHO Ha 0a3l CTeKy IHCTPYMEHTAIbHHX 3aco0iB
CAIIP Vivado/Vitis/Vitis HLS. lle nae 3Mory BUKOHATH
HACKpI3HE MPOEKTYBAHHS SIK YaCTUHH, IO CHHTE3YEThCS
3 Ooky PL, Tak 1 KOpPHCTYBAaLBKOrO IPOTPaMHOTO
ooky PS.
anpoOOBaHO Ha MOJEINI MPUCTPOIO JIOTIYHOTO KepyBaHHS

3a0e3nedyeHHs 3 Po3pobneni  meronu

cBiTmogopoM. Sk  MoJenb MPUCTPOID  KepyBaHHS
PO3TIISIAETHCS YacoBHii aBTOMaT Mypa, a Horo ommcom
€ TeMmmopanbHii Tpad mnepexomi. Ilim uac peamizarrii
ZYNQ-7000

peanizoBanuii y Osoui PL MoBoio mporpamyBaHHs C,

Ha 1oiathopmi KepyIounid  aBTOMAT
a omepariitaui aBTomMat — y 0o PS.

Cnucok aitepatypu

B opramizamii caMOIIaTHOCTHKH  pealizyeTbes
HEpYWHIBHUH [IarHOCTUYHUHA EKCIIEPUMEHT CHOCOOOM
obxomy BCiX ayT

rpada TepexoliB, IOYHHAIOYH

3 movaTkoBoi BepumMHH. Tectepom y IbOMy pa3i
€ OmepamiifHuii aBTOMAaT, €TAaJIOHHI JIOTIYHI Ta 9YacoBi
3HAYCHHs 30epiraroThes B mam’siti 00Ky PS. Bisyanbhe
CIIOCTepe)kKeHHS 3a BUKOHaHHAM [IE 3milicHIO€ThCS
Ha TMaHeli CBITIoaioniB wiaTh ZedBoard.

HayxoBa HOBH3HA POOOTH TOJATAE B MOIATBIIOMY
PO3BUTKY  MoOJIeliedi Ta  METOMIB  IPOEKTYBaHHS
W caMOJiarHOCTUKH aBTOMATHHUX MPUCTPOIB JIOTIYHOTO
KepyBaHHs, peali30BaHUX Ha TEXHOJIOTIYHIN IuaThopmi
CHCTEM Ha KPHCTAII.

[lepcrieKTHBH TOJANBIIOT0 PO3BUTKY AOCIHIIKEHB
Yy LObOMY HampsiMi TOJIATAIOTH Y PO3poOIeHHI Monenen
po3noxiny obuuciens y SoC Mmix Omokamu PL ta PS

3aJIeKHO BiJ KpUTEPiiB 3aMOBHHUKA.
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DESIGN AND SELF-DIAGNOSTICS
OF CYBERPHYSICAL CONTROL DEVICES ON SoC PLATFORM

The subject of research in this article is models, methods, and procedures for designing and self-diagnosing automated models of
logic control devices implemented in SoCs. The object of work is the procedures for automated design and diagnosis of digital
devices on the SoC technology platform. The aim of the study is to develop models and procedures for designing and self-testing in
the cycle of automated design of automatic logic control systems on the SoC technology platform, which will significantly increase
the reliability of their operation. The article solves the following tasks: consideration of the procedures for interacting the processor
core with programmable logic as part of the SoC; improvement of the procedures for designing and testing software and hardware
systems based on SoC; further development of procedures for automated design, verification, and diagnosis of cyber-physical logic
control systems using programming languages and hardware description languages; implementation of the procedure for hardware
self-testing of control automata on the SoC technology platform. The following methods are implemented: synthesis of control
automata based on graph models, implementation of control automata models in the C programming language using an automata
template, diagnostic experiment by traversing the automata transition graph. Results achieved. Based on the analysis of the
procedures for the interaction of the processor core and programmable logic on the selected SoC platform, a model of a cyber-physical
logic control system was designed. The practical implementation was carried out on the basis of the Vivado/Vitis/Vitis HLS CAD
toolkit. The method of hardware self-testing of control automata on the technological platform of SoC ZYNQ-7000 was implemented.
Conclusions. The article analyzes the principles of designing embedded cyber-physical systems implemented in system-on-chip.
The principles of building verification systems and embedded self-diagnostics of system-on-chip systems containing software and
hardware are considered. The developed methods are tested on a model of a traffic light logic control device on the SoC FPGA
platform of the ZYNQ-7000 family by Xilinx. The Moore's control automaton is implemented in the PL block in the C programming
language, and the operational automaton is implemented in the PS block. During the organization of the self-diagnosis process, a non-
destructive diagnostic experiment was performed by traversing all arcs of the transition graph, starting from the initial vertex.
In this case, the tester was an operational automaton, the reference logic and time values of which were stored in the memory of the
PS unit. Visual observation of the diagnostic experiment was carried out using the LED panel of the ZedBoard board.

Keywords: cyber-physical systems; embedded systems; logic control; system-on-chip design; FPGA; CAD; SoC self-testing;
C programming language.
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I. NEVLIUDOV, M. VZHESNIEVSKYI, Y. ROMASHOV, O. CHALA

MATHEMATICAL MODELING OF MECHATRONIC SHUTTLES
AS AUTOMATION OBJECTS FOR MULTILEVEL SYSTEMS
OF INTRA-WAREHOUSE LOGISTICS

The subject of the study is the mathematical modeling of mechatronic shuttles of multilevel intra-warehouse logistics systems.
The purpose of the article is to ensure energy efficiency and high productivity of multilevel warehouse logistics systems
by developing mathematical models of mechatronic electromechanical drives as part of automated autonomous shuttle
systems (Pallet Shuttle). To achieve this goal, it is necessary to solve the following tasks: to build a mathematical model of the
processes occurring in the transportation shuttle as an electromechanical and mechatronic system; to build a mathematical model
of the transportation shuttle as an automation object and to obtain a transfer function of the autonomous shuttle system for automatic
control of its speed. Conclusions. The paper develops generalized approaches to the construction of mathematical models of electric
drives as automation objects. The developed approach assumes that the linearized mathematical model of an electric drive as
an automation object is represented as a linear differential equation with constant coefficients that relate the control and the controlled
parameter. The construction of such a differential equation is proposed to be carried out by generalizing the properties inherent in
electromechanical systems, and it is assumed that these properties are represented by Lagrange equations of the 2nd kind using
electromechanical analogies. As a result of the research, it was shown that the use of this approach leads to a definite equation of the
mathematical model of the mechatronic shuttle as an automation object. It is shown that the linearized mathematical model of the
shuttle as an automation object should be determined by a differential equation of at least the second order. The research results prove
the possibility of improving automation systems in design by taking into account the properties inherent in shuttles as
electromechanical and mechatronic systems in more detail. It is shown that the use of this approach leads to a definite equation of the
mathematical model of the mechatronic shuttle as an automation object, but it is generally almost impossible to obtain such
an equation explicitly. To illustrate the proposed approach, we consider the modeling of a typical mechatronic electric drive
of machines used in automated storages and present the results of modeling processes in the electric drive. It is shown that the
linearized mathematical model of a mechatronic shuttle as an automation object should be determined by a differential equation of
at least the second order. The research results show the possibility of improving automation systems during design due to a more
detailed consideration of the properties inherent in shuttles as mechatronic electromechanical systems.

Keywords: automation; transfer function; cyber-physical systems; Industry 4.0; mechatronic electric drive; Pallet Shuttle;
mathematical modeling.

Introduction distribution vehicles are powered by electricity and

run on horizontal rails. They are placed on the rails by

One of the key conditions for high labor a vehicle, the so-called carrier, and can only travel in

productivity growth in the industry is the continuous
improvement of the technological equipment fleet.
This is achieved primarily by replacing outdated
equipment with new, modern ones.

Logistical problems are relevant for every company
that deals with inventory.

A modern trend in warehouse automation is the use
of shuttle systems for warehouse maintenance and
warchouse preparation areas. Traditionally, shuttles are
usually realized with pulling cables. In terms of flexibility
and the ability to move around the warehouse and
production, this causes certain problems that can be
solved by using autonomous shuttles.

The family of shuttles includes cable cars and
automatic distribution vehicles. Cable cars and automatic

a straight line. Changes of course are made by means of
turnouts and shifting to parallel tracks using mobile
bogies. Height differences are covered by lifts.

Electrically driven shuttles are usually connected to
the carrier by means of a drag cable. Only in the latest
developments are autonomous shuttles being designed,
providing for new, expanded applications.

Thus, the task of modernizing mechatronic electric
drives as part of multi-level intra-warehouse logistics
systems with minimal financial and time costs is becoming
urgent. A possible solution is to modernize equipment
by synthesizing IIoT technologies and modern sensors.

The ability to significantly improve the efficiency of
the existing equipment fleet, with low costs and quick
payback, through modernization is the reason why such
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work is paid to production in solving a number of
intra-warehouse logistics issues.

Thus,
perform specific functions of shuttle systems, replacing

by modernizing outdated equipment to

individual systems and equipment units, it is possible to
bring production to modern Industry 4.0 standards,
including elements of cyber-physical approaches, without
huge capital expenditures [1]. Modernization works
include structural modifications of equipment [2], which
are aimed at expanding technological capabilities or
changing the technological purpose of equipment [3—4].
These design changes also allow to extend the effective
life of the equipment, and in some cases, even significantly

increase its productivity and reduce energy consumption.

Analysis of recent research and publications

The concept of logistics automation, using Industry
4.0 cyber-physical approaches, is an important tool for
increasing the productivity of logistics operators through
the use of computer software, robotics, or robotics
technologies. There are many different technologies
related to automation in logistics. New hardware and
software are constantly being developed. The main trends
such as automation and digitalization of logistics

processes, in particular, automation of warehouse
complexes or their components using Industry 4.0 cyber-
physical approaches, have been studied [5].

The main potential of logistics lies in the
optimization of material flow management. According
to research by UK scientists, approximately 70% of the
final cost of goods that reach the consumer is the cost
of logistics operations (transportation, warchousing,
storage, packaging, etc.) associated with the movement
of material flow [6].

Thus, the main object of logistics is material flows
and ways to realize their movement [7].

The use of multi-level shuttle systems partially
solves the problem of transportation and storage of large
volumes of products in warehouses [8-9]. However,
a significant drawback is the high cost of shuttle
structures and their installation, maintenance, and low
energy efficiency [10].

Automation and improvement of tent systems in
logistics, through the use of cyber-physical approaches, is
one of the shortest ways to increase the parameters of
reducing the time of transportation, sorting, storage
and increasing energy efficiency and flexibility of

intra-warehouse logistics processes [11].

Despite the availability of publications on the
modeling of mechatronic systems in logistics, they are
either purely general materials or relate only to
mechanical and system engineers [12]. At present,
automation researchers lack objective recommendations
on theoretical and practical ways to build mathematical
models of mechatronic shuttles for multilevel systems,
so their development is an urgent task. The paper
proposes ways to improve automation systems in design
by taking into account in more detail the properties
inherent in shuttles as electromechanical and mechatronic
systems based on mathematical modeling.

The aim of the work is to ensure energy efficiency
and high performance of multilevel warehouse
logistics systems by developing mathematical models
of mechatronic electromechanical drives as part of

automated autonomous shuttle systems (Pallet Shuttle).

Theoretical foundations of mathematical modeling
of the mechatronic shuttle as an automation object

Mechatronic systems, as one of the types of
dynamic systems [10], are designed to realize a given
movement and are based on some kind of actuator and
drive — electromechanical, hydraulic, or some other.
Examples of modern mechatronic devices are machine
tool modules and industrial robots, household appliances,
shuttles in logistics warchouse systems, etc. Typically,
mechatronic systems are modeled at the highest level of
abstraction (macro level), where a distinction is made
between structural (block) and physical multidomain
approaches, each of which has its advantages and
disadvantages [11]. At the same time, each of the
of the
mathematical core. The accuracy of modeling depends

two methods may have certain features
on the number of system properties taken into account,
while the accuracy of simulation depends on the tools
selected by the user and the consideration of the features
of the developed model. Any mechatronic system
requires control, and must be identified to build its model
in order to create the necessary control device that
provides a complex coordinated movement of the
mechanical part [10]. The modeling of mechatronic
systems includes the following stages of studying the
characteristics of the system as a whole, the automatic
control system and the automation object, and the
construction and study of models of the mechanical part.
An automation object differs from any other object
of mathematical modeling by the presence of a defined
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controlled parameter x and the presence of a defined
parameter u , which affects the value of the controlled
parameter. The specificity of the mechatronic shuttle
is the presence of an electric motor as a source of torque,
supply
voltage [13]. Therefore, taking into account these

which is formed by the applied electric
circumstances and the purpose of the mechatronic shuttle,
the angular velocity of the rotor of the drive electric
motor can be considered as a generalized controlled
parameter x of the mechatronic shuttle, and the supply
voltage of the drive electric motor can be taken as
a generalized parameter u characterizing the control,
which generally depends on the time ¢ :

x=x(t), u=u(t). )

Generalization is understood here in the sense that
the controlled parameter and the control parameter (1)
can be used regardless of the design, purpose, and
operating modes of the mechatronic electric drive.

The mathematical model of the mechatronic shuttle
as an automation object should generally determine the
dependence of the controlled parameter x on the control
parameter u and should be presented in a convenient
form for further use in the design of the automatic control
system of the electric drive. It is clear that, given the
variety of designs and characteristics of mechatronic
shuttles, it is quite difficult to propose a generalized form
of the mathematical model of a mechatronic shuttle as
an automation object, but from the point of view of
convenient further use in the design of a mechatronic
shuttle automatic control system, the most convenient
form of such a model should correspond to a linear
ordinary differential equation with constant coefficients
and the required number of initial conditions [14]:

d"x d"'x dx
a—+a,_, ——+...+a,—+a,x=byu, 2
n dln n—-1 dtn_l ldt 0 0 ()
0 dx 1 dni]x n—1
x(to):x(()), E(to):x(()),..., o (to):x(() ), 3)

where n and m — order of the differential equation and
the control derivative;

t, — given moment in time;

(0 () (n-1)

Xy, Xy 5 ...s Xy —set values of the controlled

parameter and its derivatives at the initial time ¢ =¢, .

The form (2), (3) is indeed the most convenient for
formulating a mathematical model of a mechatronic
shuttle as an automation object, since it allows solving
all engineering issues related to the design of automated
control systems, including the design of automatic
controllers. At the same time, there is no general
approach to constructing the differential equation (2) for
modeling shuttles as automation objects, which in some
way complicates the solution of engineering problems
in the design of automated control systems.

To build the mathematical model (2), (3) of
mechatronic shuttles as automation objects, it is proposed
to consider the differential equation (2) as a form for
generalizing the properties of processes inherent in
shuttles as electromechanical systems. Taking into
account the known electromechanical analogies, we have
the most general form of a mathematical model of
processes for a fairly wide class of mechatronic shuttles
of various designs and purposes in the form of Lagrange
equations of the 2nd kind:

4oL oL _

——a—_R+Qk, k=12,....N, 4
oq, 0q,

where N — number of freedom degrees of the shuttle as

an electromechanical system;
45 95,---» 9y and ¢,, ¢,,..., ¢, — generalized

coordinates and velocities of the shuttle as
an electromechanical system;

L —Lagrange function (kinetic potential);

R —Rayleigh dissipative function;

O, — is a generalized driving force, which,

of course, is neither potential nor dissipative.

It is clear that the peculiarities of the designs and
schematic solutions of the mechanical and electrical parts
of the shuttle are taken into account in equations (4) due
to the appropriate proper form of generalized coordinates,
Lagrange function, dissipative Rayleigh function, and

@y> @iy oo Gy, by - parameters of the generalized forces, which can be appropriately linearized
mathematical model; and represented as:
1 N N 1 N N 1 N N N
L~ Ezzmlquq/ _Ezzcijqiqja R~ Ezzbl,q,q,a Qk ~ Zp/g'q.j o, (5)
i=1 j=1 i=1 j=1 i=1 j=1 Jj=1
where m;, ¢, and b; - generalized characteristics py and p, (k=1,2,...,N ) — generalized characteristics

of inertia, stiffness and viscosity;

of the driving forces of the electric drive as an
electromechanical system.
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Taking into account the linearized expressions (5),
the differential equations (4) will take the following form:

N N N N

Dyl + 2 byd, D cyq, = D pyd, o
=1 =1 =1 =1
k=12,....N.

Equation (6), of course, should be considered with

(6)

initial conditions:

0. (,)=4"", 4 (t,)=4\", k=1,2,....N, 7

where qéo) and c],(co)

specified values of the generalized
coordinate and velocity at the initial moment of
time f=1,.

In the form of (6), (7), we have a generalized
linearized mathematical model of electric drive processes

as in an electromechanical system, and such a model

is generalized in the sense that it covers a fairly wide
class of mechatronic shuttles for various purposes.
It is quite clear that the controlled parameter of the
shuttle, introduced in relations (1), is determined by the
current state of the shuttle, which can be mathematically
written as follows:

x(t)=(q, (), gy (£).d, ()5 ndx (1)) (8)

where (-++) — some given function that determines the

controlled parameter, which is generally the angular
velocity of the rotor of an electric motor, through the
generalized coordinates and speeds of the mechatronic
shuttle as an electromechanical system.mechatronic
shuttle as an automation object, we determine the
derivative and the value at the initial time of the

controlled parameter (8):

dx Low. Low.. . .
Z=;Wj+;67%qja x(t())za)(ql(O)a'"5q§\?)’('I1(0)7"':q}(\?))' (9)

Thus, in the form of (6), (7), (9), we have
an identical form of representation of the mathematical
model (2), (3) of the
an automation object. It is clear that by identical

mechatronic  shuttle as
transformations of the differential equations (6), (9),
we will have a differential equation of the form (2).
It is also clear that the identical transformations of
equations (6), (9) to the form (2) in the general case
can be quite complicated, so that it will be practically
impossible to perform them, although for some cases
of equations (6), (9) such transformations are quite
possible. Since in the form of (6), (9) we have
a system N of differential equations of the second order
and one differential equation of the first order, in general,
we can state that the order of the differential equation (2)
is as follows:
n=2N+1. (10)
It should be noted that in some cases, the
order of the differential equation (2) may be less
than the value of (10) due to the form of differential
equations (6) and relation (8). In general, relation (10)
clearly shows that a more detailed modeling of processes
in the shuttle as an electromechanical system by
increasing the number of degrees of freedom and
generalized coordinates [15] will lead to a complication
of the of the mechatronic
shuttle as an automation object. Thus,
opportunities to improve automation systems in design

mathematical model

we have

by taking into account in more detail the properties
inherent in mechatronic shuttles as electromechanical
systems [16].

An example of mathematical modeling
of the mechatronic shuttle of the electric drive
of automated storage machines as an automation object

To further extend electromechanization and
automation to a wider class of operations, various means
are proposed [17], including automatic shuttles (Fig. 1, a)
to ensure intra-warehouse transportation of goods in the
spaces between rows of racks. It is clear that the
automation of such transportation shuttles is fundamental
in contrast to other warchouse equipment, since, in
addition to various advantages, it also provides smaller
dimensions due to the absence of a workplace for
a human operator, which will reduce the space between
rows of racks and, as a result, reduce the length of
transportation routes. In such shuttles (Fig. 1, a), it is
most convenient to use electric drives to provide traction,
since they can be quite small in size and do not generate
emissions into the environment, such as drives with
internal combustion engines, which is actually quite
important for closed warehouses. Thus, we have a
transportation shuttle (Fig. 1, a) as an automation object
in the form of a complex mechatronic electromechanical
system, which can be considered as a special case of an
industrial electric drive. It is clear that to ensure the
automation of the shuttle, it is necessary to have its
mathematical model as an automation object. Therefore,
to illustrate the capabilities and techniques of using the
proposed generalized approaches, we will further consider
a simplified schematic diagram of the mechanical part
(Fig. 1,c¢) and DC traction motors (Fig. 1,c) of the
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mechatronic shuttle (Fig. 1, a) to simplify the identical
mathematical transformations that are not fundamental to
this study to obtain the differential equation (2) of the
mathematical model of the mechatronic shuttle as
an automation object.

It should be noted that the transportation shuttle
(Fig. 1, a) is a rather complex automation object, since it
should provide automation of both steady-state and
transient modes in the presence of special requirements
for positioning accuracy [18] and, possibly, smooth
movements with the desired minimization of energy
consumption. It is clear that solving each of these and
other special automation tasks will require appropriate
mathematical models of the shuttle as an automation

object, but here we will limit ourselves to considering the
automation task of ensuring steady-state transportation of
cargo by the shuttle at a given speed. In such a problem,
the following should be chosen as parameters (1):
x(t)=5-v, u(t)=U,, (11)

where s = s(t) — a rectilinear coordinate that determines
the current position of the shuttle on the guides (Fig. 1, a
and Fig. 1, b);

v>0 - the desired speed of the shuttle during
the transportation of goods;

U,=U,(t) - supply voltage of traction electric
motors (Fig. 1, ¢).

= M

b) 0)

a)

M

Fig. 1. General (a), kinematic (b) schemes and equivalent electrical circuit of electric motors (c) of the shuttle for intra-warehouse
transportation (1 — shuttle; 2 — wheel; 3 — cargo; 4 — electric motor)

The mathematical model of the mechatronic shuttle
as an automation object should make it possible to
establish a connection between the parameters (11), and
the most convenient form of such a model should
correspond to (2), (3). Therefore, to obtain the
mathematical model (2), (3) of the shuttle (Fig. 1) as
an automation object with parameters (11), we consider
the following processes inherent in the shuttle as
an electromechanical system.

First, let's consider the mechanical part of the shuttle,
which represents the automation object under study.
So, we have a shuttle 1 that carries a load 3 on wheels 2
in such a way that the position of the shuttle on the guides
is determined by the coordinate s, and the rotation of the
wheels is determined by the angle of rotation ¢, as

shown in Fig. 1, a. We further assume that the movement
of the shuttle is provided by two electric motors 4 of
direct current, each of which is directly connected to the
corresponding wheel, and the other two wheels of the
shuttle are exclusively supporting, as shown in Fig. 1, 6.
We further assume that the coordinate and the angle of
rotation are related by the following relation:

S=np, (12)

where 7, —radius of the shuttle wheels (Fig. 1, a).

We take into account rolling friction and viscous
resistance to shuttle movement:

1 .
|M5| zzmgé', F

=bls], (13)

where M, and F, — wheel rolling friction moment and
total viscous drag force of the shuttle;
m — gross weight of the shuttle and g = 9,81 m/c”;
0 and b - the rolling friction coefficient of

the wheels and the integral coefficient of the shuttle's

viscous pore.
We further

provided by electromagnetic torques M, (Fig. 1,b),

assume that the movement is
which are formed as a result of supplying DC supply
voltage to traction electric motors U, and [20, 21]

is determined by the electric charge of the rotor of
an electric motor:

M,=Bx, (14)
where M, — electromagnetic torque generated by
an electric motor;

B, and «=x(r) - electromechanical

characteristic and electric charge in the rotor circuit of
a DC traction electric motor.
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It is clear that to determine the electromagnetic
torque (14), we should consider the electrical part of the
shuttle, which will be represented as an equivalent
electrical circuit consisting of series-connected active

resistances R, , inxykTHBHOTO onopy L, , as well as sources

E, and U, electromotive force (Fig. 1,c). Source of

®

electromotive force U, is actually a source of energy that

powers the shuttle, a source E, electromotive force is

an electromotive force arising from the rotation of the rotor

winding conductors with electric current in the magnetic
field of an electric motor and is defined as follows:

E =B¢. (15)

It should be noted that the electromotive force E,

counteracts the electromotive force U, , which leads to

e

the rotation of the rotor of the electric motor (Fig. 1, c).
Within  the
schematization of the mechatronic

framework of the accepted
shuttle as an
electromechanical system (Fig. 1), taking into account
relations (12)—(15), we can assume that the processes
in such a system are determined by two generalized

coordinates:
6 =9 ¢, =K. (16)

Thus, taking into account the adopted generalized
coordinates (16), we have the following Lagrange
function, Rayleigh function, and generalized forces:

L= %Jqf +2%L@q§, R= %Bc]f +2%Req§ , (7

0 =-mgé+2Bq,, O,=-2B,4,+2U,, (18)

where J and B — are the generalized moment of inertia

and viscous drag coefficient reduced to the axis of
rotation of the rotor of a traction electric motor.

Expressions (17), (18) and the values J and B
contained in expression (17) can be obtained accordingly,
which is not the main purpose of this study, so we present
the final results here:

J=mr} +2J,+4J,, B=br., (19)
where J, and J,, — moments of inertia of the rotor of the
traction electric motor and the shuttle wheel relative to
their axes of rotation.

It should be noted that the choice of the first
generalized coordinate (16) corresponds to the generally
accepted approaches of machine dynamics [19].
LJ ..
232%+ 2B.r

e'w

LB+RJ . RB). Rmgs
e e ) + [Be + e J \ J— Gmg

Thus, taking into account expressions (17), (18), the
Lagrange equations of the 2nd kind (4) will lead to
a system of two second-order differential equations:
fq'1= —mgf? - Bg, .+ 2B,4,, . 20)
Lg,=-B.4,—Rq,+U, (t)
It is clear that equation (20) should be considered
with the following initial conditions:

9, (to):%(O)» 4, (to):q.l(O)’% (to) =q§°), 4, (to):qg()) , (21)

where ql(o)

and qfO) set values of the angle of rotation
and angular velocity of the shuttle wheels at the initial

moment of time ¢ =¢;

q§°) and q’§°> set values of the electric charge and
current strength of the rotor winding of the shuttle traction
electric motors at the initial moment of time ¢ =¢, .

Thus, the mathematical model of processes in
a mechatronic shuttle as an electromechanical system, in
this case, a transportation shuttle (Fig. 1), summarized in
the form of (6), (7), has acquired a partial form [20, 21].
Generalized in the form of (8), the controlled parameter
of the electric drive [20], in this case of the transportation
shuttle (Fig. 1), taking into account relations (11), (12),
(15), will take the form
X=rg, —V. 22)
Due to the relation (22), we have an additional
differential equation for determining the controlled parameter,
generally represented in the form of (9), as follows:
—5?55—%§g+4i%qpx00=¢¢®—v.am

Thus, the mathematical model of the transporting

mechatronic shuttle (Fig. 1) as an automation object is
indirectly represented in the form of (20), (21), (23), and
this form of writing the mathematical model is consistent
with the above generalized result (6), (7), (9). In this case,
it is possible to obtain the equations of the mathematical
model of the mechatronic shuttle as an automation object
in an analytical form. To do this, first, using the first
differential equation (20), we need to determine the rotor
winding current of the electric motor:
TR AE T

Next, we take into account the relation (24) in the
second differential equation (20) and obtain:

+U,(1). 25)

2B, 2B

e
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To reformulate the differential equation (25) with
respect to the controlled parameter, we use the following
relations (22):

g =(x+v)/r, . (26)
LJ . LB+RJ . 1
X+ X+—

2 Be‘ rw 2 Be rw rw

Consider further that the supply voltage of the
electric motors to ensure a constant speed of the
mechatronic shuttle is as follows:

U.(1)=U, (v)+U.(2),

where U, (v) — Steady-state stress required to maintain a

(28)

given desired speed v of cargo transportation;
U,(t) — is the alternating stress required to

compensate for naturally occurring uncontrolled motion

x(to) = rwa(o) -V, J'c(to) =

Thus, in the direct form of (30), (31),
a mathematical model of the transporting mechatronic

shuttle as an automation object was obtained, and this

B, + fngj(Hv) :—ReLg&+Ue(t).

Taking into account expressions (23), (26),

the differential equation (25) will take the following
form:

9B 27

e e

disturbances to ensure a given desired speed of the
transportation shuttle.

27)-(29),
control parameter adopted in the form of (11) and

Relations taking into account the

expressions (23), will lead us to the following final result:

Ue (v) :l[Be +MJ+ R, mgo ,

29
r, 2B, )] 2B, @)

w

LJ .. LB+RJ . 1 RB
X +—= —x+—| B, +—= x:u(t), 30)
2B€r"l’ 2B£”/’M/ ’”M/ ' 2B€

rmg s nB .o 125, o
— S g, 31
7 7 q 7 9, (31
model is a special case of the model (2), (3) of the general
form, in which

LJ LB+RJ 1 RB
I’l=2, azz—ea alz;a ay =— Be+ < 9b0=1’ (32)
2B, 2B, r, 2B,
. rwmg rwB - rsze -
R T A (33)
It is noteworthy that the properties of the transport form, which contains a mathematical model of

shuttle (29)-(31) as an automation object can be
represented by a transfer function of the following
form, taking into account the notation (32)

1

W(S):—,

> (34)
a,s” +as+a,

where W(s) — transfer function that defines the

transporting mechatronic shuttle as an automation object;
s — is a complex variable generated by the
integral Laplace transform.

It should be emphasized that the mathematical
model (30), (31) of the transport shuttle as an automation
object is obtained in the direct form (2), (3), (32), (33)
only due to the form (20), (21) of the mathematical
model of processes in the mechatronic shuttle as
an electromechanical system. In the general case, it is
impossible to obtain a mathematical model of the
automation object in the direct form of (2), (3), and it will
be necessary to use a mathematical model in an indirect

processes and the definition of the controlled parameter.
It is clear that the mathematical model of the automation
object in such an indirect form is more informative,
but for the design of automation systems, a mathematical
model that links the controlled parameter and control
is more convenient.

Further research is planned to continue in the
direction of modeling processes in the transportation
shuttle. Such a study necessarily requires substantiation
of the results obtained in the future to confirm the
absence of errors in the software used and in the
computer models developed, as well as the correct use
of the software. It is clear that such substantiation
involves both testing of individual software components
and testing of the software as a whole. At the first stage,
it is planned to develop and test a computer model based
on the justification of the parameters of the processes
that will occur in the mechatronic transportation shuttle
during its acceleration from a stationary state by
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a constant electric voltage instantly applied to the driving
electric motors. This will make it possible to ensure
energy efficiency and high productivity of multi-level
warehouse logistics systems.

The team of authors would like to express their
gratitude to Kapelou LLC for supporting the research of
the Department of Computer-Integrated Technologies,
Automation and Robotics of the Kharkiv National
University of Radio Electronics (Kharkiv, Ukraine) in the
field of automation, logistics of intra-warehouse systems
and mechatronics and robotics.

Conclusions

The paper develops approaches to constructing

mathematical models of mechatronic shuttles as
automation objects. The developed approach assumes
that a linearized mathematical model of a mechatronic
shuttle as an automation object is presented in the form
of a linear differential equation with constant coefficients
that connects the control and the controlled parameter.
The construction of such a differential equation is
proposed to be carried out by generalizing the

properties inherent in mechatronic electric drives as
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MATEMATHUYHE MOJAEJIOBAHHA MEXATPOHHUX IIATJIIB
SAK OB’€EKTIB ABTOMATU3AIII JIJISI BATATOPIBHEBUX CUCTEM
BHYTPIIIHbOCKJIAJCBKOI JIOTICTUKH

IIpeameroM noCTiKEHHS € MaTeMaTHYHE MOJCIIOBAHHS MEXaTPOHHHX ILIATIIB 0araTopiBHEBHUX CHUCTEM BHYTPILIHbOCKIAICHKOL
norictukd. Mera craTTi — 3a0e3mnedeHHs] eHeproe()eKTUBHOCTI Ta BHUCOKOI MPOAYKTUBHOCTI 0araTOpiBHEBUX CHCTEM CKJIAACHKOI
JIOTICTUKH 3 JIOTIOMOTOI0 PpO3pOONEHHS MAaTeMAaTHYHUX MOJeNeil MEXaTpOHHHX eJeKTPOMEXaHIYHUX MPUBOMIB y CKIafi
aBTOMATH30BAHUX aBTOHOMHHUX MIaTIoBUX cucteM (Pallet Shuttle). JIns HOCATHEHHsS TOCTaBJICHOI METH HEOOXITHO BHPIIIUTH
Taki 3aBIaHHA: 1OOyIyBaTH MaTeMaTHYHy MOJENb MpOLECiB, [0 BiIOyBaIOThCS B  TPAHCIOPTYBAJIbHOMY AT,
SK eNeKTPOMEXaHIYHOI Ta MEXaTpPOHHOI CHCTEM; pPO3pPOOMTH MaTEMaTH4Hy MOJENb TPAHCIOPTYBAIBHOIO MLIaTia SK 00'€KTa
aBTOMaTH3alii Ta OTPUMaHH] IepeaTHOi (QYHKLII aBTOHOMHOI LIATIOBOI CHCTEMH JUIi aBTOMATHYHOTO pETyJIIOBaHHS
ii mBHaKicTIO. BucHOBKH. Y po0oTi po3pobiieHo y3araibHEHI MiJX0IH 0RO MOOYJOBH MaTeMaTHYHHUX MOJENeH eIeKTPpONPUBOMIIB
SK 00'€KTIB aBTOMaTH3alii. ¥ 3arporoHOBaHOMY HiIXofi mependadeHo, 10 JiiHeapH30BaHA MAaTeMAaTHYHA MOJENb eJICKTPOIPHBOIY
sk 00'ekTa aBTOMAaTH3allii MMOJaHa y BHIJLIII JIHIHHOrO aAndepeHmiHHOro piBHAHHSA 31 cTaduMHU KoedillieHTaMH, IO IOB'SI3yIOTh
KepyBaHHA Ta KOHTPOJbOBaHWH mapamerp. I[loOymoBy Takoro andepeHmiHHOrO pIBHSIHHS IIPOTIOHYETHCS 3AIHCHIOBATH
Croco0OM y3arajbHEHHsl BJIAaCTHBOCTEH, NMpPUTAMaHHUX EJICKTPOMEXaHIYHHUM CHCTeMaM, Ta mnepeadadeHo, W0 IIi BIACTHUBOCTI
3 BUKOPHCTAHHSAM EJICKTPOMEXaHIYHNX aHaJoTii mojaHi piBHAHHAME Jlarpamxa 2-ro poxy. YHacTiJOK JOCTi/KeHb OyJI0 MOKa3aHo,
[0 BHKOPHCTaHHS TAKOrO MiIXOQy IPUBOAWTH O BHM3HAYCHOTO DIBHSHHS MaTeMaTH4YHOI MOJedi MEXaTPOHHOrO MIaTia
sk o00'ekTa aBromarm3anii. I[loka3aHo, II0 JiHeapu3oBaHa MaTeMaTHYHa MOJeNb MIaTia 5K 00'€KTa aBTOMAaTH3alil Mae
BU3HAUaTHC IU(EepeHLiiiHUM pIBHSHHAM HE HIDKYE IPYroro MOPSAKY. 3a pe3ysbTaTaMH JOCHiIKSHb JIOBEICHO MOXKIUBICTH
YAOCKOHAJICHHS CHCTEM aBTOMATW3allii B MPOEKTYBaHHI CIOCOOOM OiMbII AETali30BAHOTO BpaxyBaHHSA BIIACTHBOCTEH
IIATIIB SIK ENeKTPOMEXaHIYHUX 1 MEXaTPOHHMX cHucTeMaM. JIOBEeAEHO, IO BHKOPUCTaHHS TAKOTrO IIJIXOAY HPHBOINUTD
0 BU3HAUEHOTO pIBHAHHA MAaTeMaTH4YHOI MOJENi MEXaTpOHHOro IIaTia SK o00'€eKTa aBTOMAaTH3alii, ajie OTPUMATH
Take pIBHSAHHS B SBHOMY BHIJISAI TNPAKTHYHO HE MOXJIHBO. /s umrocTpamii 3ampoIOHOBAaHOTO MiAXOAY PO3TISHYTO
MOJICIIFOBAaHHS. THIIOBOTO MEXaTPOHHOTO ENEKTPOIPUBOAY MAIIMH, [0 BHKOPHUCTOBYIOTBCS B aBTOMATH30BAaHHMX CXOBHIIAX,
Ta HaBEACHI pPE3yJNbTaTH MOJCTIOBAHHSA MPOILECIB y eleKTponpuBoAdi. IlokazaHOo, IO JiHeapu30BaHa MaTeMaTHYHA MOJEIb
MEXaTPOHHOIO IIaria sK 00'€KTa aBTOMAaTH3allii Mae BH3HayaTHCS MU(EPEHLIHHMM PIBHSHHSAM HE HMKYE IOPYroro MOpPSKY.
3a pesyibTaTaMi JOCTIPKEHb MOKAa3aHO MOXJIMBICTh YJOCKOHAJEHHS CHCTEM aBTOMATH3allii Il Yac MPOEKTYBAaHHS 3aBISKU
O1IBII eTaTi30BaHOMY BpaxXyBaHHIO BIIACTUBOCTEH! MIATIIIB SIK MEXaTPOHHUX €IEKTPOMEXAHITHUX CHCTEM.

Kurwuoi cioBa: aBromarusanis, nepefatHa (QyHkiis; kidepdizuuni cutemu; Industry 4.0; MexaTpOHHHU €NEKTPOIPHUBOI;

Pallet Shuttle; maTeMaTH4YHE MOJEITIOBAHHS.
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K. BOHJAPEHKO

AHAJII3 1 BUBIP PEJIEBAHTHOI METPUKH
BUSIBJIEHHS MEPEXXKHUX AHOMAJITIA

MeTo10 J0CJIiIZKEHHS € aHaJli3 OCHOBHHUX acIeKTiB BUSBJICHHS aHOMaJiil MEpeKi Ta METPHK iX OLIHIOBaHHS, IO Ja€ 3MOTY BYAaCHO
BUSIBIIATH KiOepaTaku Ha MepeXy Ta 3HAYHO MiIBUILUTU piBeHb ii Oe3mexu. O0’€KTOM JOCTiIMKeHHS € BUSABICHHS MEPENKHUX
aHoMmastiii. 3aBAaHHS MOCHIIKeHHS: CHOPMYIIOBATH TPUHIHUIM, IO TO3BOJAIOTH 3IIMCHUTH y3aralbHCHHS PI3HUX METO/IB
BUSIBJICHHSI aHOMAJIiH; IpOaHai3yBaTH METPUKH aHOMaJIii, 3BayKaf0YM Ha 3aX0AU OJIM3BKOCTI (OpMyBaHHS OLIHKH MOTOYHOTO CTaHY
Oe3mekn; OOTPYHTYBaTH BHOIp pEJIEBAHTHOI Mipd ONHM3BKOCTI BHSABICHHS MeEpeXHHX aHoMamiid. CopMyTbOBaHO NPUHIIUIIH,
IO JAI0Th 3MOTY y3araJlbHUTH Pi3HI METOOW BUSBJICHHS aHoMamid. [[na knacudikamii Ta MOJETIIEHHS BUSABICHHS MEPEKHHUX
aHOMaJii 3alpONOHOBAHO METPHKH, IO IPYHTYIOThCS Ha MipaxX OJIM3BKOCTI Ul THIIB JaHUX, SIKI XapaKTepH3yIOTh aHOMAii.
Bu3HaueHO KOMIIOHEHTH, IO XapaKTepH3yIOTh 3a3HaueHy MpoOieMy, a caMe: THIHM BXIAHUX JaHUX, HPUHHATHICTH 3aXO[iB
ONMU3BKOCTI, MAapKyBaHHS [aHMX, KiIacudikamis METOHiB, L0 IPYHTYIOTbCA Ha BUKOPHCTaHHI PO3MIUCHHUX NAHUX, BHSBJICHHS
BIJIMIOBITHUX OCOOJIMBOCTEH Ta MOBIAIOMIICHHS PO aHoMatii. OmucaHo miaXif, 0 Aa€ 3MOTY BYacCHO COpMyBaTH HEOOXiqHUN HAOIp
METpPHUK, KUK 3a0e3MeuuTs He TUTBKH (OpMYBaHHS IPEBEHTUBHUX 3aXOMIB NMPOTHIIl, a i JO3BOJNUTH OLIHIOBATH IIOTOYHMII CTaH
cuctemMu Oesneku 3aranoM. KpiM 1poro, 3abe3nedyeTbest MOXKIMBICTh (OPMYBaHHs 6araTOKOHTYPHHX CHCTEM O€3IEKH 3 Oriisiay Ha
BIUIMB (KOMIUJICKCYBaHHS) IIUILOBUX (3MIIIAHMX) aTaK Ha €JIEMEHTU 1HQPACTPYKTYypH, a TaKOX 3[AaTHICTh IX CHHTE3y 3 METOJIaMHU
colianpHOi iMKeHepil. BucHOBKH: copMyTbOBaHO NPUHIMIIK, NIO JAIOTh 3MOTY BHUKOHATH Yy3arajJbHEHHS pPIi3HHX METOJIB
BUSIBJICHHS. aHOMAJil; HaBeIEHO BHAM, ITOKA3HWKHM Ta TPUKIAAM MEPEKHHX aHOMaJil; 3alpoIlOHOBAaHO MipH OJM3BKOCTI
JUISL 4MCIIOBUX, KAaTErOpialbHUX 1 3MIIIAHUX THUIIB TaHUX 3 METOK IOJICTIICHHS BHUSBJICHHS MEPE)KHHUX aHOMaNiil; 0OIPYHTOBaHO
BuOip Mipu 6au3pKoCcTi MaxanaHobica sk OCHOBH METPHKH aHOMAJIii.
KurouoBi ci1oBa: MepexxHa aHOMaJIis; CHCTeMa BUSIBICHHsI BTOPTHEHHSI; Mipa OJIM3bKOCTI; Kitacu(ikallis aTak.

BCTyH Yd HCIPUAATHOK JJId BHUKOPUCTAHHS. HaHpI/IKJ'Ia,H,

(a) araka Tumy "BiamMoBa B oOcmyroByBaHHi" (DoS)

Busienns aHomaniii € BaXKJIMBOK 3IATHICTIO
Oynp-1KOi cxemMH Kiacudikamii cUrHamiB. 3Ba)karouu
Ha T¢, MO MU HIKOJUA HE 3MOKEMO HABYUTH CHUCTCMY
MAIIMHHOTO HaBYaHHJI Ha BCIX Kiacax 00’ €KTiB,
3 JaHUMHU SIKHX CHCTEMa MOXE 3IiTKHYTHUCS, CTae
BaXJIMBUM, 100 BOHA MOTJa PO3PI3HATH iH(pOpPMAIIiO
PO BiJIOMiI Ta HEBIZOMi O0’€KTH IiJ] 4Yac TCCTyBaHHS.
BusBneHHs MepeXHHX aHOMANid € HaJ3BUYANHO
ckiaamHuM 3aBaaHHsAM. Came 3 Ili€]l TPUYHUHU ICHYE
mo Jo0pe

3apeKOMEHAYBaJIM ce0c Ha pi3HUX JaHuX. Llinkom

KiJbKa MOJEJIEH BHUSIBICHHS aHOMAiH,

OUEBHAHO, [0 HE ICHy€ €IUMHOI HaWKpamoi Momemi
JUIs. BUSIBJIGHHSI MEPEKHHMX aHOMAJiH, 1 YCHIX 3aJeXHUTh
HE TUIBKM BiJl THUIly BHKOPHCTOBYBAaHOTO METOIY,
a W BiJ CTaTUCTUYHHMX  BJIACTHBOCTEH  JIaHHX,
o o0pobmstoThes. [lompu 3HAYHMIA IpoTpec Ta BETUKUI
o0csir po0OTH BCe M€ ICHYE 4YMMAalo MOXXJIMBOCTEH
JUIL  PO3BUTKY Cy4YaCHHX TEXHOJOTiH  BHSBIICHHS
Ta 3anobiraHHs MepexxHux artak. Crnpoba BTOPTHEHHS
9y 3arpo3a — II¢ HaBMHCHAa Ta HecaHKHiiHa crpoba (I)
orpuMmaru joctyn ao iHdopmauii, (II) manimymoBaTu
Heto  abo (1) HEHaIIHOIO

3pOOUTH  CHCTEMY

HaMaraeTbesi IM030aBUTH XOCT PpeCypciB, HEOOXiIHHX
JUTS TIPaBUJIBHOTO (DYHKIIFOBAHHS IMiJ Yac OOpOOJICHHS;
(6) xpobakm Ta BipycH 3acTOCOBYIOTH IHII XOCTH
3 JIOTIOMOT00 MEpexki; (B) 3IOMH Jar0Th 3MOT'Y OTPHMATH
MIPUBLICHOBAHUN JIOCTYIl 1O XOCTY, CKOPHCTaBIINCH
repeBaraMy BiJIOMUX BpPa3UBOCTEH.

TepMmiH "BUSABICHHS BTOPIHEHb Y MEPEXi Ha OCHOBI
aHoMamii" HaNCKUTh JO0 MPOOJEeMH  BU3HAYCHHS
BUHATKOBHX 3aKOHOMIPHOCTEH Yy MepekHOMY Tpadiky,
sSIKi HE BIINOBIAAIOTh OYIKYBaHIi HOpPMalbHIN MOBEIHIII.
Ili HeBiAMoOBigHI 3aKOHOMIPHOCTI YacTO Ha3WBAIOThH
aHOMAJIiIMH,  BHUKHIAMH,

BUHSTKaMH, abepamisaMu,

CIOPIIPH3aMH, OCOONUBOCTAMH YU  CYNECPECUWINBUMHU
CIOCTCPSKCHHSAMHM B PI3HHX Taly3sX 3aCTOCYBaHHI.
"AnoManii" Ta "BUKHIK" — TBA TEPMIHH, 1[0 HaldacTimIe
BUKOPHCTOBYIOTBHCS B KOHTCKCTI BHUSBJICHHS BTOPTHCHB
Yy Meperki Ha OCHOBI aHOMAJTii.

Mo)kHa CTBEpPKYBaTH, IO ILIBUJIKE BUSBICHHS
BTOPTHEHb BiIXUJICHB

(aHoMmautii, Bil HOpPMaJbHOI

poboTn) Moxe 3abe3nednTH BYacHe (OpPMYyBaHHS

NIPEBEHTUBHHUX 3aX0/AiB Ta/abo HEOOXiAHWH piBEeHb

oesmeku [1].

© K. bonnapenko, 2023
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2. AHaJi3 JiTepaTypHUX JxKepe
i mocranoBka npooemMun

OmHrM 13 THOIB aHami3y MJaHUX, SIKUA NIYKae
HE3BHYalHI CTAaHH B CHCTEMI, € BHUSIBJICHHS aHOMAIIMH,
TaKoK BiOMiI TepMmiHH "BHUSBICHHS BHUKHAIB" a0o
"BHUSBJICHHS TOMIH". AJITOPUTMH BHUABJICHHS aHOMAii
€ KOHTPOJBHUMH TOYKAaMHU BXiTHOTO TpadiKy Ha Pi3HHX
erarmax — BiJ PIBHA Mepexi 10 LEeHTpYy OOpoOiIeHHs
inpopmarmii. B ocraHHROMY BHIAIKy ICHYE BHCOKA
morpeba B HAAIHHOMY BHSBJICHHI [UIS OYHINCHHS
nmaHux [2] Ta niter kiacudikarmii [3].

BusiBneHHs aHOMamii y poOOTI Mepexi Mae
IIMPOKUHA CHEKTP 3aCTOCYHKIB, JdEAKi 3 SKHX OULIBII
PO3BHHEHI (HANpPWKIAA, MeEpexHa Oe3meka), a IHIIi
MaroTh HOTEHIIaJ U1 3pOCTAHHSL.

AHoManist — 1€ TOYKa JaHuX, SIKa HE TOB’s3aHa
3 TPOTHO30BAHOIO TOBEAIHKOIO B  CHCTEMi, IO
MOJICIOEThCSI. AHOMalii — Ie piakicHi moxmii abo
CIIOCTEPEKEHHS, SKi 3HAYHO BiIXIUIIOTHCS Bil 3BUYAIHOI
MOBEAIHKM YW 3aKOHOMIPHOCTEH, IO CHOCTEpPIraloThCs
B OJHIA TOYNI JaHWX, y TIEBHOMY KOHTEKCTi abo
iHTepBaJi yacy (HampuKIaa, Ce30H YM KBapTai) abo Bech
HaOip fmaEmx. 37e0iIpIIOro aHOMalii BHHHKAIOTh
YHACJIiZIOK 30BHIMIHIX (DaKToOpiB, TakuxX SK BiIMOBa
JaTdpka abo 3OBHIMIHIN Hamam, i MeTa alrOpUTMy
BUSIBJICHHST ~ [OJISITa€E B TOMY, 100  BU3HAYMTH,
nie BigOymacs aHomaiis, Ta KiIacuQikyBaTty / oOUHCINTH
npuunHy. 3a yMmMoBHM OiHapHOI Kiacudikamii aHomaii
BHpIIIANbHE 3HAYCHHS Ma€ amnpoKCHMAIliifHa MOJEIb,
sKa HalKpalle BiJIOBiac O4iKyBaHiil MOBEIIHII JaHUX.
CxiagHicTe 0araThOX CHTyalii moTpedye OKpemoi
CTpaTerii BUSBJICHHS KOXHOTO 3aCTOCYHKY [4, 5].

VY pobotax [6, 7] momaHO YOTHPH KaTeTropii METOIIB
BUSIBJICHHS ~ MEPEXHHX  aHOMalliid.  3alpoIlOHOBAaHO
MIXOLy

JI0 TpoOJeMH, CIOCOOy 3aCTOCYBaHHS, THITy METOJY

kimacu(ikamito  METOMIB  3aJeXHO  BiX

Ta Opi€HTAIli] aTOPUTMY .
Omnucani B jnocimipkeHHi [8] craTHCTHYHI MeTOAH,
30KpeMa METOJl MiHIMAJBHOTO O0CSTy, HaMararThCS

MOJC/IIOBAaTH HOpMaJ'H)Hi I[aHi 3 BUKOPUCTAaHHAM

MaTeMaTHYHUX  Mogjermedt 1 posmomimiB.  [ligxing

MIHIMaIBHOTO OO0CATY CHpSIMOBaHMN Ha CTBOPEHHS
n-BUMIPHOTO CHMIIIEKCa HAaBKOJO IIEBHOI XMapH JaHHX
(HazeMmHI crpaBKHI AaHi), Jie 1iboBa (QYHKIIs TOJISTae
B TOMy, 100 MiHIMi3yBaTH 3aiiMaHuii 0OCAT 3a YMOBH

MakCcuMizamii TOYOK Ha3eMHUX ICTUHHUX JaHHUX.

AHoMmamisi BH3HAYaeThCS K Oymp-sAKi  JOaHi, mI0

HE BIJIOBIIAIOTH CUMILICKCY. Y Tipaili [9] HaBeIeHO MeTon
€KCIIOHEHIIITHNM

TIPOTrHO3YBAaHHA, IO HAa3WBAETHCA

3MIIA[PKYBaHHAM. 3a3HAUCHUI METOH MPOTHO3Y€E MailOyTHIO

TOYKY JaHUX, BHUKOPHUCTOBYIOUM IMOMEPEIHI TOYKH
Ta mapaMeTp 3riapKyBaHHSI. AHOMAJbHI JaHi, OTPHUMaHi
CTAaTUCTHYHHUMH METOJAMHU, — 1€ Ti, [0 BIIXHUISIOTHCS
Bil ycTaHOBJECHOI Mopeni. TpamuiiifHi TeoMEeTpHYHi
Ta CTATMCTHYHI METOIU MiJKpIIUIeH] 3HAYHUM 00CATOM
JMOCTIKCHb 1 TOKIIAHAIOTBECA Ha TIHOOKE pPO3yMiHHS
NpoLECiB, IO BiAOYBAIOTHCSA. ABTOPH HAaroJOUIYIOTh
HAa HEOOXIIHOCTI pilleHh MAIIMHHOTO HaBYaHHS Ha
OCHOBI JIJaHHUX Ta TJIMOOKOTO HABYAHHS, SIKI J]AIOTh 3MOTY
3MiACHIOBaTH OUIBII THYYKI MOTUQIKAIl KIACHIHOTO
METOY MPOTHO3YBaHHS.

Jig migkareropii METOAIB, OB’ I3aHUX 13 MOJICIISAMHA
MAIIMHHOTO HABYaHHSI Ta TJIMOOKOTO  HaBYaHHI,
y po6ori [10] cTBepmKy€eThCs, MO XapakTep MaHWX, SKi
HAJAI0THCs, BU3HAYae BUOip mozeni. Hanpuximan, Moaeni
nam’sattio (LSTM)

1 TpaHcdopmaropu BiAalOTh MHepeBary IOCTiJOBHOMY

3 JIOBIOI0  KOPOTKOCTPOKOBOIO
BBEICHHIO MHaHWX, 30KpeMa ayio, BiZe0 Ta dYacoBi
psma [11]. o Toro »x y crarti [12] 3a3HadeHo, mio
3ropTkoBa HeliporHa Mepexa (CNN) i aBroerkoznep (AE)
BiIAIOTh IIE€peBary HENOCHiAOBHUM THIIAM JaHHX,
30KpeMa BBEICHHIO 300paxkeHs. Y crymisx [13—15] yeary
MPUAICHO alNropuTMaM, LI0 HaMararoThCs PO3PI3HATH
HOpPMaJbHY W aHOMaJbHY IIOBEIIHKY, YCTaHOBIOIOUH
MEXy MPUHHSTTS pilICHHs, HANpPUKIaja, 3a JIOTOMOIO0
kimacudikaTopa MaMHA OMOPHUX BekTopiB (SVM) [13]
abo Mai0yTHIX 3Ha4YeHb MPOTHO3YBaHHS ITOTOKOBUX
maanx [14] 3 mepexxamu LSTM [15]. Y poboti [16]
3aJIKHOCTI MITOK

IIOKAa3aHo, III0 Bil HasgBHOCTI

HAaBYAaHHSA IIi MiAXOOUM OyBalOTh KOHTPOJIHOBAHHMMU,
HaIliBKOHTPOJILOBAaHNMH, CaMOKOHTPOJILOBaHMMHU  abo
MIOBHICTIO HE KOHTPOJIHOBAHMMH.

Y  nyOmikamisix BHOKPEMJIGHO TpU  CIIOCOOM
KaTeropmsamii aHoMmaliil: KOHCTPYKTHBHUH, pyHHIBHUN
Ta OYMIICHHS JgaHuX. KOHCTPYKTHBHI 3aCTOCYHKH
MalOTh TPOAYKTHBHHUN Xapakrtep. Y mocmimkeHHi [17]
BUKOHAHO MOPIBHSHHS MPOAYKTHBHOCTI 06araTomapoBoro
nepuentpona (MLP) i k-naitbmmkunx cyciniB (KNN) ta
knacudikaropu SVM ans MIMPOKOro Koja 3aCTOCYHKIB.
[Hmi craTri  ONMCYIOTP BUKOPHUCTAHHS  HABYAHHS
3 MIAKPIIUICHHSAM JUIS Pi3HUX 3aCTOCYHKIB O€3MiIOTHHX
mitaneHux amapatiB (BITJIA) [18], a B poboti [19]
BUKOPHCTOBYETbCS ~ MIAXil  MalIMHHOTO  HaBYaHHS
JUIA 3aCTOCYHKIB "po3zymHoro Oyamuky'. Ha Bimminy
BiJ KOHCTPYKTHMBHUX  3aCTOCYHKIB, JECTPYKTHBHI
MpU3HAYCHI Ui TOPYIICHHS TOBCAKIACHHOI pOoOOTH
3 METOI0 OTPUMaHHS CYMHIBHOi ()iHAHCOBOI BHIOIH,
HaMmipy 3aBIaTu

OIKOOM MEpeXi Ta mporpaMawm,
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0 TPOXOIITh Kpisb Mepexy IHTepHeTy peded,
a00 TOpPYIIUTH KPUTHYHO BAXIIMBI OI3HEC-TIPAKTHKH.
YV nmocmimxenni [20] po3rmsmaroTbes pi3HI Kibeparaku
IuTepHeTy peueil Ta octaHHi po3poOku B chepi Oesneku
IaTepuety peueit.

Y crarri [21] omucaHo omMH i3 HAKOLIBII
BiIOMMX THIIIB aHOMAJi, II0 3aJ€KHUTh BiJ OOCTaBHH, —
TOYKOBHUM, KOHTEKCTYaJIbHUH 1 KoJeKTUBHUA. [Ipukiamom
MO)Xe OyTHM BHSBJIEHHsS [IaxpaicTBa 3 KpeAUTHUMH
KapTkamu [22].

3arpuMka #  MacmITa0OBaHICTh  ANTOPUTMY
BUSIBJICHHST BU3HAUYalOTh, Y BHUKOHYBAaTHMETHCS METOI
"Ha JpoTy" Ha erami 300py maHmx abo Ha OUTBII
mi3HbOMYy eTami 30epiranHs. OHIAHH-AITOPUTM MOXKE
MOCTIIOBHO 00pobisTH iHpOpPMaLiI0 33 JOMOMOTOO
onHiei TOykM AaHUX a0 BiKHA, HE MAalO4M JOCTYITy
0 BCIX BXIOHUX NaHUX. TpagumiiiHi reoMeTpudHi Ta
CTaTUCTUYHI OHJIAWH-TIIXOAN nepenoavyaoTh
3aCTOCYBAaHHS paHille 3TraJaHuX MEeTOIiB, OCHOBAaHUX
Ha BiACTaHI, MNJLHOCTI Ta BIOXWIEHHI, a TaKOX
METOJHM, OCHOBaHI Ha KyTax. Y po0Ooti [23] HaBeneHo
NIPUKIIaj] OHJIAHH-METONY, B SKOMY BHUKOPHCTOBYIOTBHCS
Hewitki C-cepenni, a B crarti [24] po3mIgHYTO
aHcaMOJIeBUH MiAX1 JUTS BUSIBIICHHS! aHOMAJTii.

OTxe, aHami3 TOKa3aB, IO TIIONPH MIHPOTY
OXOIUICHHS PI3HOMAHITHUX METOJIB, MpPEAMETHUX chep
1 3aBJIaHb BHUSBJIICHHS MEPEKHUX aHOMAJIH MEHIIE yBaru
NPUAUTIETbCS KITFOYOBOMY MHUTAHHIO — aHATI3y METPHK
MEpeXKHHX aHOMaJiil Ta

OoOTpyHTYBaHHIO  BHOOpY

peNeBaHTHOT METPHUKH B PI3HUX CUTYaIlisiX.

3. MeTa i 3aBIaHHA JOCTiIKEeHHS

4. Anani3 Ta BUOip MeTpUK aHOMATIH
HA OCHOBI 3aX0/1iB NoAi0HOCTI

Mertoro miei poOOTH € JOCTIHKEHHS OCHOBHHX
ACIIEeKTIB BHSBJICHHS aHOMAJIil MEpexi, 110 JacTh 3MOTY
chopMyBaTH METPUKH BHUSBICHHS Ta 3a0e3mednuTd
OLIIHIOBaHHS PiBHS OE3MEKH.

Juis  gocsATHEHHST OKpecleHoi MeTH HeoOXiTHO
BUPILINTH TaKi 3aBJaHHs:

— chopMyNIOBaTH  NPUHLHUNHK, IO  JO3BOJIATH
y3araJbHHUTH Pi3HI METOM BUSBJICHHS aHOMAJTiil;

— TpOaHANI3yBaTH METPHKH AaHOMAJil, 3BayKaroud
Ha 3aX0AM OJIM3BKOCTI (pOpMyBaHHS OLIHKH MOTOYHOTO
cTaHy Oe3Ieku;

— OOTrpyHTYBaTH BHOIp PEJICBAHTHOI MIpH OJM3bKOCTI

BUSIBJICHHSI MEPEXHNX aHOMAIH.

4.1. ®opMyBaHHs IPUHLIMIIB
y3arajibHeHHsI MeTO/1iB BUSIBJIEHHSI AaHOMAJIii
Buspnenns anomaii

IIHUPOKO  3aCTOCOBYETHCA

B TAaKMX Tramy3siX, K BHSBICHHA [IaXpaiicTBa
3 KPEIMTHUMH KapTKaMH, BCTAHOBJEHHS BTOPTHEHb
i3 MeToro KibepOe3mekn Ta BIMCHKOBE CIIOCTEPEKECHHS
AHOMAJIbHUHI

3a JisIMH CyNpOTHBHMKa. Hanpukman,

xapakrep Tpadiky B KOMITIOTEpHIH Mepexi Moxke

O3HauaTH, 10 3JIaMaHWH  KOMIT'IOTEp  HaJCHIIA€E
KOH(iAeHIiiHY iHpOpMAaIlil0 HEaBTOPU30BAHOMY XOCTY.
BroprHeHHs — 1e KOMIUIEKC [iff, CHpSIMOBAaHUH
HA TOPYLICHHS O€3MeKH KOMITIOTEPHHUX 1 MEpPEeKHHX
KOMIIOHEHTIB 3 TOTIAMYy KOH(IIEHIHHOCTI, IiTICHOCTI
Ta goctymHocTi. Ile Moxe Oyt 3po0ieHO BHYTPIIIHIM
a00 30BHIITHIM areHTOM JJIsi OTPUMAaHHs HECAHKIIIHHOTO

AOOCTynly Ta KOHTpPOJIKO 3a MeXaHi3MOM  Oe3IeKH.

iHppacTpyKTypH
BUSIBIIEHHS. ~ BTOPTHEHb

s 3axucry MEPEKHUX CHUCTEM

(IDS)

MeXaHi3MHu, 1o a0o0pe 3apeKOMeHAyBamu cebe, sKi

CHCTEMHU Ha/IA0Th
30MpaloTh 1 aHANI3YIOTh iHpOpMaLilo 3 pi3HHX cdep
ycepeanHi XocTy abo Mepexi sl BUSBICHHS MOXIIUBUX
MTOPYIICHD OC3MEKH.

OyHKIii BUSBICHHS BTOPTHEHD Nepe10av4atoTh:

1) MoHiTOpMHTr Ta aHami3 JAid KOpHCTyBaua,
CHCTEMH H Mepexi;

2) HalaIITyBaHHS CHUCTEM JJIsi CTBOPEHHS 3BITIB
PO MOXKJIMBI BPa3JIUBOCTI;

3) oIiHIOBaHHS I[LTICHOCTI CHCTEMH Ta (aiJIiB;

4) posmizHaBaHHs 1a0IOHIB TUIIOBHX aTakK;

5) anaii3 aHOMaJIbHOT aKTUBHOCTI Ta

6) BimcTe)KEHHS MOPYIICHD MOJITHKH KOPUCTYBaYa.

IDS BUKOpPHCTOBY€ OIHKY Bpa3lHBOCTEH IS
OLIIHIOBaHHS O€3MeKH XOCTy YM Mepexi. BusBieHHA
BTOPTrHEHb mo mif
3BUYANHUX

IPYHTYETbCS Ha IIPUMYIICHHI,
BTOPTHEHb TIOMITHO BIiJIPI3HSAIOTHCSA  BiJ
I cucTeMH, OTXKe, IX MOJKHA BUSIBUTH.
[puiiHATO BH3HAUaTH JIBA THIHM 3JOBMHCHUKIB!
30BHIIIHI Ta BHYTpIllIHI. 30BHIIIHI € HEaBTOPH30BAaHUMH
KOPHUCTYBa4YaMH MaIllFH, 1110 3JI0BMHUCHHUKU aTaKyOTb, TOJII
SIK BHYTPIIIHI MatOTh IO3BLT HA IOCTYII JI0 CHCTEMH, aJic HE
MAIOTh TIPUBLIEIB IS PEXKIMY 700t a00 CyTIepKOpUCTyBada.
Mackapamauii  BHYTPIIIHIA ~ 3JIOBMICHHK BXOIHUTH IO
CHCTEMH SIK IHIIMI KOPUCTYBaY, 110 MA€ 3aKOHHWH JIOCTYI
indopmarii, Tomi
BHYTDIIIHIH 3J0BMHCHUK HaliHeOE3NEeUHIINH, Mae IpaBo

0  KoH(izeHMiitHOT SIK  TAEMHUI
BIIKJTFOYMTH KOHTPOJIb ayAUTY JJIsI ceoe.

VY KOMIT'FOTePHHUX CHUCTEMax ICHYIOTh PI3HI KJIacu
BTOpPrHEHb UM atak. Ilogamo ix y Tabm. 1.
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Tabauus 1. Knacu xomn tomeprux amax: xapaxmepucmuxu ma npuxiao

Ha3zBa arakn

XapakTepuCTHKH

MMpukaax

— PeanizyeTbes cnoco6oM IpuMyCOBOTO TIepe3aBaHTAKEHHS LIJILOBOIO KOMII I0TEpa
(xoMI1’10TEpiB), 200 CIIOCOOOM CIIOKUBAHHS PECYPCIB.

— IlepenbadyBaHi KOpHCTYBadi HE MOXYTh a€KBAaTHO CITLIKYBaTHCS

gepe3 HeJJOCTYIHICTh MOCITYTH a00 TIEPENIKOIH 3aC00iB 3B SI3KY.

Bipyc — CaMOBIATBOPIOBaHA MPOTpaMa, 10 3apakae cucreMy 0e3 BijoMa KOpHCTyBaya. Trivial. 88.D,
— 301IbIIIy€e HMOBIPHICTH 3apaXKeHHST MEPEIKHOT (PailIoBOT CHCTEMH, SKIIO IO CHCTEMH Polyboot.B, Tuareg
3BEPTAETHCS 1HIINH KOMIT I0Tep.

Xpobak — CaMOBIATBOpIOBaHA IPOrpaMa, M0 HOMIUPIOETHCS YePe3 MEPEXKHI CITyKOu SOL Slammer,
KOMIT'IOTEpHHX CHCTEM 0e3 yTpy4aHHsS KOpUCTyBaya. Mydoom, Code Red,
— Moxe 3aBJIaTH cepﬁ93Hoi [IKOIH MEPEXKi, CIOKUBAIOYH TPOITYyCKHY Nimda
CIPOMO>KHICTH MEPEXKi.

Tposir — lIximmBa mporpama, o He 37]aTHA KOIIIOBATH cede, aie MOXKe CIIPHIHHUTH Example-Mail Bomb,
cepiio3Hi mpoOiieMu Oe3MeKH B KOMIT IOTEPHIA CHCTEMI. phishing attack
— Burnsae sixk kopucHa mporpama, ajie HaClpaB/lii BOHa Ma€ CEKPETHUI KO,
IO 3/IaTHAN CTBOPHUTH OEKIOP Y CHCTEMI, TO3BOJISIOUH il JIETKO POOUTH MI0-HEOYIb
Y CHCTEMI, 1 MOXe OYTH BUKJIMKAHHH, KOJH XaKep OTPUMYE KOHTPOJIb Hall CHCTEMOIO
6e3 103BOJTy KOPHCTYBaya.

Bigmosa — CripoOu 3a6JI0KyBaTH JIOCTYII IO CUCTEMHUX 200 MEPEKHUX PECypCiB. Buffer overflow,

B 00ciyroByBaHHi | — BTpara 00ciyroByBaHHS — I¢ HE3IaTHICTh KOHKPETHOT MEpexki ab0 XOCT-CepBIiCy, ping of death (PoD),

(DoS) HAIPUKIIAJ eJICKTPOHHOT MOIITH, JUIs pOOOTH.

TCP SYN, smurf,
teardrop

Mepe:xHa ataka

— Byap-sikuii mpotriec, 1110 BUKOPHCTOBY€ETHCS JUTS 37I0BMHCHOT CIIPOOHU [TOCTAaBUTH

iz 3arpo3y Oe3rneKy Mepeski, HOUMHAIOYY 3 PIiBHS KaHaly nepenadi iHdopmartii

Ta 3aBEPIIYIOYH MPUKIATHUM PIBHEM 3a JOMIOMOIOK0 Pi3HHX 3ac00iB, 30KpeMa
MaHiIy/II0BaHHS MEPEKHUMHU ITPOTOKOJIAMH.

— He3akoHHe BUKOpHUCTaHHS OOJIKOBUX 3alHCIB 1 IPHB1JIETB KOPUCTYBaUiB, BUKOHAHHS
Il 3 BUIIyYCHHSI MEPEXKHHX PECYpPCIB Ta IPOITYCKHOI CIPOMOXHOCTI, BAKOHAHHS [IiH,
IO TIEPELIKOKAIOTh 3aKOHHUM aBTOPH30BAaHUM KOPHCTyBadyaM OTPUMATH JOCTYII

JI0 MEPEXXHHX CIIyk0 Ta pecypcis.

Packet injection, SYN
flood

®di3nuna aTtaka

Crpo6a nomkomKeHHs (i3MYHNX KOMIIOHSHTIB Mepexk a00 KOMII I0TepiB.

Cold boot, evil maid

[TaposibHa aTtaka

MeTor0 € OTpUMaHHS Mapoisl MPOTIrOM HETPHUBAJIOTO Yacy, LIO MPOSIBISETHCS SIK Cepist
HEBJIAJIUX CIPOO BXOAY B CHCTEMY.

ATaxa 3a CJJOBHHUKOM,
araka 3a JIOIIOMOT'0K0
SOL-in’exuii

Araxa 115 300py 30upae iHpopMalito ad0 3HAXOJUTH BiZIOMi BPa3IMBOCTI 3 JOIIOMOTOI0 CKaHYBaHHS CkanyBanHs SYS,

iHpopMarii 200 MepeBipKH KOMIT IOTEPIB UM MEPEK. ckaHyBaHHA FIN,
ckanyBaHHI XMAS

ATaka — Moske BUKOPHCTOBYBATH BPa3IMBOCTI U OTPHMaHHS IIPUBiNeiB cynepkopucTyBada | PyTkiT,

JUIL OTPUMAaHHS CHCTEMH IIi/1 Yac 3alycKy B CUCTEMI SIK 3BUYAHUIT KOPUCTYBAY. 3aBaHTaXyBaJIbHUU

roOt-TIpaB — Jlo Bpa3nMBOCTEH HalIeXaTh NEPEXOILUICHHS MapOoJIiB, aTaKa 3a CJIOBHUKOM Monyib, Perl

kopuctyBaua (U2R) | abo coriaiabpHa iHKEHEpis.

Binnanena araka
Ha JIOKaJTbHHUI
KoMt rotep (R2L)

— MOXXHBICTB BiJNIPABISAITH MAKETH Y BiJJIAJIEHy CHCTEMY 3 JOTIOMOT0I0 MEpexKi,
He Maro4M 00JTIKOBOTO 3aIUCY B IIiH cHCTeMi, 800 OTPUMATH ZOCTYH K KOPUCTyBad
a0o root 'y cucTeMi Ta BUKOHYBATH IIKiZJIMBI Oepartii.

— 3pifiCHeHHs aTaKy Ha 3aralbHOOCTYTHI cityx0u (Hanpuknan, HITP i FTP)

a00 B IpoIIeci MiKITIOYSHHS 3aXUIIEHNX cepBiciB (Takux 1k POP ta IMAP).

Warezclient,
warezmaster, imap,
fitp write, multihop,
Phf; spy

30HI

— CkaHye Mepexi 1 BU3HaueHHs Ailicanx IP-agpec Ta 300py iHpopmarnii mpo xoct

(HampuKIIaJ, SKi MOCIYTH BOHH IPOTIOHYIOTh, BUKOPHCTOBYBaHA OIeEpalliifiHa CHCTEMA).

— Hanae 3moBMucHHKOBI iHQOpMAIIiFO 31 CIIUCKOM MOTEHI[IIHUX YPa3IHBOCTEH,
SIKi 3TOJIOM MOXYTb OyTH BUKOPHCTaHI JUIsl aTaK¥ Ha 00paHi CHCTEMH Ta CITyKOH.

nepesipka [P
Ta TOPTIB

BusiBiIeHHST BTOpPrHEHb, 3BaXKAlOUW Ha HETIPaBOMIpHE

BUKOPHCTAaHHS, 3a3BUYail Iykae BigoMi MIa0JIOHH

BTOPIrHE€Hb, aJI€ BHUABJICHHA BTOPTHEHB 3 OITIAAY Ha

a”HoMaiii HaMara€rbCs BUSBUTH HE3BUYalHI 1IA0JIOHH.

MeTO,I[I/I BUABJICHHA BTOPIrHEHb MOXHa HO,HiJII/ITI/I

HA TPU THNW 3aJ€KHO BIJ MEXaHI3My BHUSBJICHHS.
Jo mmx Hanexath: (I) ocHOBaHI Ha HENPABHIHLHOMY
1) aHoOMaJIisIX  Ta

BUKOPHCTaHHI; OCHOBaHI Ha

(ITIl) ribpumai (muB. Tabn. 2). CydacHi IOCIITHUKH
3ICOUTBIIIOTO 30CEPEKYIOTHCS HAa BHUSBICHHI MEPEIKHIX
BTOPTHEHb Ha OCHOBI aHOMAITil, OCKIJIbKA BOHH MOXYTh
BCTaHOBJIIOBATH K BiOMI, TaK 1 HEBIOMI aTaku.

[[fo6 3abe3meuynTH BIANOBIOHE PIMICHHS IIOAO
BUSBJICHHS MEPSIKHUX aHOMAJTiH, HEOOX1IHO chOpMyBaTH
KOHIICTIIF0 HOPMAIBHOCTI. [1ess HopManbHOCTI 3a3BUYai
BBOJUTHECS 32 JOMOMOTOH (opMalbHOI MOJENT, sKa
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BHpaXXa€  BIAHONIIEHHS MK  (QyHIZaMEHTaIbHUMHU
3MIHHMMH, W0 OepyThb YYacTb y AWHAMILll CHCTEMH.

Omxe, momis 4u 00’€KT PO3MI3HAETHCA SK aHOMANbBHE,

SIKIIO CTYMiHB HOTO BIAXWICHHA MO0 mpodimro abo
MOBEIIHKA CUCTEMH, 3aJaHOi MOIC/UII0 HOPMAJIBHOCTI,
JOCUTH BUCOKHH.

Tabmuus 2. Xapakmepucmuku ma munu memooie GUAGILEHHS 6MOPSHEHb

Meton XapaKTepucTHKH
OcHoBauuit — BusiBneHHS IPYHTYETBCS Ha HA0OPi IpaBMII a00 CHTHATYP BiJOMHX aTak.
Ha HCIIPAaBUJIBHOMY | — Moske BUSBUTH BCI BiOMI IIa0JIOHM aTak Ha OCHOBI JOBiIKOBHUX JAHUX.
BHKOPHCTaHHI — HammucaHHs curHaTypH, 110 OXOILTIOE BC1 MOYKJIMBI BapiaHTH BiIIIOBITHOT aTaKH, € CKJIAHAM 3aBIaHHSIM.
OcHoBaHMIt

Ha aHOMAJIisX

npodisiB cUCTEMH.

— OCHOBHE NPHITYIIEHHS: BC1 Aif 11010 BTOPTHEHHS 000B’A3KOBO € aHOMAJIbHIMHU.

— Takuit MeTOx CTBOPIOE HOPMATBHUHN PO aKTHBHOCTI Ta TEPEBIpsI€, YU CTaH CHCTEMH BiIPI3HAETHCS

BiJI BCTAHOBJICHOTO TPO(MIII0 Ha CTATUCTUYHO 3HAYYIIy BEJIUYHHY, 1100 MOBIZOMHTH IIPO CIIPOOU BTOPTHEHHS.
— AHOMaIBHI Jif, sIKi He € BTOPTHEHHSIM, MOXYTb OyTH II03Ha4eHi sk BToprHeHHs. L{e XuOHi crpankoByBaHHSI.
— Heo6xigHo o6upaTy HOporoBi piBHI Tak, 00 kOIHA 3 IBOX BHUIIE3raJaHUX MPpooIeM

He Oysia HeoOOTPYHTOBaHO MOCHIICHA, a BUOIp QyHKIiI 47151 MOHITOPHHTY He OYyJI0 ONTHMI30BaHO.

— O0YHCITIOBATIBHO BUTPATHO Yepe3 HAKJIa[HI BUTPATH Ta MOKJIUBE OHOBJICHHS KiJIbKOX MaTPHIlh

r16pI/IZ[HI/II/I — BI/IKOpI/ICTOBy€ nepeBaru K MeTO}:[iB HENPAaBUJIBHOI'O BUKOPHUCTaHHA, TaK i MCTOI[iB BUSIBJICHHS aHOMAJTii.
— Crpo0Ou BUSIBUTH SIK BiIOMi, TaK i HEBIZIOMI aTaKH.
Hanpuknan, Bi3bMEMO  CHCTEMy  BHUSBJICHHS HOBHX IONiH, 00’€KTiB uM Tpadiky SK aHOMAIBHHUX a00
aHoMaii S, sKa BHKOPHCTOBYE KOHTPOJIHOBAHUI BUKUiB. CaMe BUMIp BIIXWJICHHS JIa€ 3MOT'y KilacuikyBaTH

migxin. [i mMoxma posrmagatu sk mapy S :(M , D),

e M
a D — mipa OJM3bKOCTI, 110 JJO3BOJISIE 32 JAHUMH 3aIHCy

— MOACIIb HOpMaJ'IBHOI HOBeZ[iHKI/I CUCTEMU,

AKTHUBHOCTI BU3HAYUTU CTYIIHb BIAXWUJICHHS, SKUH 115
IIsUTBHICTE Mac o0 Moaem M . OTxe, KOXKHA CHCTEMA
Ma€ 3/1e0iIbIIOro ABa MOJIYJi: MOJIYJIb MOJCTIOBAHHS
Ta MO)]yJ'H) BUSIBJICHHS. CI/ICTCMI/I HABYaKOTbLCA OTpI/IMaTI/I
MOJiesb HOpMalibHOCTI M . OTpuMaHa MOJENb 3rO0M
BI/IKOpI/ICTOByCTBCﬂ MO}Iy.]'IeM BUSABJICHHA OJISL O]_IiHIOBaHHﬂ

Ta6auust 3. Anomanii: 6udu, xapaxmepucmuky ma NPUKIAOU

moii Y 00’€KTH SK aHOMaJbHI ab0 BHKHIW. 30KpeMa
MOJYJIb MOJEIOBaHHS Mae OyTW aJalTUBHHUM, I00
CIIPABIATHCS 3 TUHAMIYHUMH CLICHAPISIMU.

IcHyroTh  ABI  HIMPOKI  KaTeropii  MepeKHUX
aHoMaiii: (a) aHomaiii, mMoB’s3aHi 3 (DYHKIIIOBaHHSM,
i (0) anomamii, moB’s3aHi 3 Oe3mnekor. AHOMaUII,
moB’si3aHi 3 0€3MeKolo, MOAUIIOThCS Ha TPHU THIH:
konektuBHi. Ilg cxema

TOYKOBi, KOHTEKCTHI Ta

knmacudikamii omrcana B Tabm. 3.

Tunu XapaKkTepuCTUKH IMpuxaan

ToukoBa aHOMaist | 3pa3ok OKPEMHX [aHHUX, KM BUSABUBCSI AHOMAIBHIM [30J1b0BaHM# EK3EMILISP MEPEKHOTO

[I0/I0 1HIIUX JaHUX. Tpadiky BiJ 3BUYAITHUX €K3EMILTAPIB Y
MEeBHUH yac.

KOHTGK?THa — 3pa3oK JaHuX, BU3HAHUH aHOMAJIbHUM Y IEBHOMY KOHTEKCTI. IHTepB"EH 1acCy MDK TpaH3aKIIAMH 1] 9ac

aHoMais — KOHTEKCT BU3HAYAETLCS CTPYKTYPOIO HAGOPY JaHKX. I1axpancTea 3 KpEMUTHAMHA KapTKaMH.
— Jl11st BU3HAYEHHSI KOHTEKCTY BUKOPHCTOBYIOTHCS IBa Habopu
aTpuOyTiB: (a) KOHTEKCTyaNnbHi Ta (0) HOBEIIHKOBI.

Konexrnsua — MHO>XHHA NOB'A3aHUX K3EMIUIAPIB JaHUX, SKi BUIBUIHUCS IocninoBHicTh, MONiIGHA 10 TAKOI:

aHOMaJTis AHOMAJIBHIMH 1[0/I0 BCHOTO HAGOPY JaHUX. ... http — web, nepenosruenHs Oydepa,
— CyKyIHICTb IOl € aHOMAJTI€F0, ajle OKpeMi Mol http —web, http —web, fip, httpweb, ssh,
HE € aHOMAJIIsIMH, AKILO BOHH BiJI0YBAOTLCS OKPEMO http — web, ssh, nepenosrenss Oy depa...
B TIOCTTiJOBHOCTI.

Po3risim =~ OCHOBHUX ~ acMeKTIB  BHHHKHEHHS, CchopMyniboBaHI MPUHIMIK MOXHA PO3IIIAIATH

MPOSIBY MEPEKHHUX AHOMAI, a TaKOX XapaKTEPHUCTHK
i HasBHMX METOJIB BHSBJICHHS BTOPTHEHb [a€ 3MOTYy
chopMyIrOBaTH METOJIIB

NPpUHOUITN Yy3araJlbHCHHSI

BUSIBJICHHS aHOMAUTiH (IuB. Ta01. 4).

SIK CyKYIHICTh KPHUTEpiiB Ta 00MEKeHb, 10 J03BOJISIOTh

OLIHIOBATH HAsIBHI Ta MPOEKTYBaTH HOBI METOAM

1 TEXHOJIOT1i BUSIBJICHHS] MEPEXXHUX aHOMAITiH.
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Taoauus 4. [lpunyunu y3aeanbHenHs Memooie 8UAEIeHHA AHOMATIl

Ne Hpuauun

Onuc

1 | IIpuHImn HagiitHOCTI Ta KoMmIipomicy | MeTon BHSBICHHS! HOBH3HU Mae 3a0e3medyBaTi HaJiliHy poOOTy 3 TECTOBOIO

iH(dopMmalli€ero, 10 T03BOJISIE MAKCHMAIbHO BUIIYYHTH HOBI 3pa3KH Ta 3BECTH
10 MiHIMyMy BIITy9eHHS BiIOMHX 3pa3kiB. [{e#f kommpomic Mae 6yTn oOMexeHOIo
MipoI0 IepeadadyBaHuM i ITiJl eKCHEPUMEHTATIBHIM KOHTPOJIEM.

2 | IIpuHIUI OTHOMAHITHOTO
MacITabyBaHHS JaHUX

11106 mosernMTH BUABICHHS HOBU3HH, Ma€ OyTH MOKIIMBICTh, III00 yCi TECTOBI JaHi
Ta JaHi HaBYaHHS MiCJIA HopMaJTi3allil po3MIiIlyBaIics B OJHOMY Jiama3oHi.

3 | [IpuHImm MiHiMIzaIil mapaMeTpis

Merton BUSIBIICHHSI HOBU3HH Ma€ OyTH CIIPSIMOBAHUI HA MiHIMI3aIlif0 KITBKOCT1
IapaMeTpiB, IO BCTAHOBITIOIOTHCS KOPHCTYBAaYeM.

4 | [IpuHIDUN y3aralrsHEeHHS

Cucrema Mae OyTH 3aTHOIO JI0 y3aralbHEHHS,
HE IUTYTar04H y3araibHeHy iHpOpMAIliio 3 HOBOIO.

5 | [lpuHIMI HE3ameKHOCTL

Merto BUSIBIICHHS HOBHU3HH HE MA€ 3aJIeXKATH BiJ KUTBKOCTI TIOCTYITHHX O3HAK 1 KJIaciB
Ta Ma€ IEMOHCTPYBATH PUHHATHY MPOJTYKTHBHICTh Y KOHTEKCTI HE30a1aHCOBAHOTO
Habopy JaHUX, HEBEJIMKOI KiJIbKOCTI BUOIPOK 1 IIyMy.

6 | [IpuHImn aganTUBHOCTL

BaxnuBo, mo6 cucrema, sika po3MizHae HOBI 3pa3KH IiJ 4ac TeCTyBaHHS,
MaJia 3MOT'Y BUKOPUCTOBYBATH 1110 iH()OpMaIito AJsl TOBTOPHOTO HABUYAHHSL.

7 | lIpuHIHMI 00YMCITIOBATBEHOL
CKJIaJTHOCTI

Hu3ka 3aCTOCYHKIB [UIs BUSIBIICHHSI aHOMAJIiH € B MEpeKi, TOMy 00UHCITIOBaIbHA
CKJIQIHICTh MEXaHi3My BHSBIICHHS aHOMaIii Mae OyTH SKHaHMEHIIOIO.

4.2. AHani3 MeTpUK aHOMAil
HA OCHOBI Mip 0/1M3BKOCTI
[Ipobmema  BUSBICHHS  MEPEKHUX  aHOMAIIH
€ 3aBmaHHsIM Kiacudikamii abo KimacTepusaii, II0
BU3HAYAETHCS TAKUMHU KOMIIOHEHTaMH [25]:
— TUTH BXITHUX JaHUX;
— IPUAHSITHICTH Mip OJHU3BKOCTI;
— MapKyBaHHS JaHUX;
— KJIacu}iKaIlis METOiB, OCHOBAaHUX Ha BUKOPHCTAHHI
PO3MIUCHHX JaHUX;
— BHUSIBJICHHS BiAMOBIAHUX O0COOIHUBOCTENH;
— MOBIIOMJICHHS TIPO aHOMAJTIi.
KnrouoBum

Tunu  6xiOHUX  OaHUX. aCIIEKTOM

OyIb-IKOr0 METOAY BHSBICHHS BTOPIHEHb MEPEK
HA OCHOBI aHOMANill € XapakTep BXITHHX JaHUX,
0 BHUKOPUCTOBYIOThCS [UIS aHamizy. BximgHi maHi
3a3BHYail € HAOOPOM EK3eMIULIPIiB JaHUX (TaK 3BaHUMHU
00’€KTamMH, 3alMCaMH, TOYKAMH, BEKTOPaMH, ITa0JIOHAMH,
MOJIIMH, BHITAJKaMH, BHOIPKaMH, CIIOCTCPEIKCHHIMH,
o0’extamn). KoxeH exk3eMImisip JaHMX MOXHA OIHCATH
3a  JOIIOMOIOIO JIBIfIKOBOTO,

HaOopy  arpuOyTiB

KaTeropiajbHoro abo  uucinoBoro tumy. KoxeH
SK3EMIULIp JAaHWX MOXE CKJIAQJATHCS JIMIIE 3 OIHOTO
atpubyta (oAgHOMIpHHUI) ab0 KIJIBKOX  aTpUOyTIB
(baraTomipauii). Y pasi ex3eMIuIpiB 0araToBUMIpHHX
JIAaHUX yCl aTpudyTH MOXKYTh OyTH OJIHOTO TUILy a00 OyTH
NOETHAHHAM TUIIB JaHux. [Ipupona aTpuOyTiB BU3HAYAE
3aCTOCOBHICTh METO/IIB BUSIBJICHHS aHOMAJiH.
Joyinenicms  3ax00i6  OIUZLKOCMII. 3axoau
0,1M3bKOCTI (MOMIOHOCTI YK BIAMIHHOCTI) HEOOXImHI ISt
po3B’si3aHHs OaraTboxX NpoOieM po3Mi3HaBaHHS 00pa3iB
Bigcranp —

s kiaacudikamii  Ta  KiacTepu3alrii.

e KUTBKICHHU CTYIiHb TOTO, HACKUIBKH JaJeKO OJUH

Big omHoro € jaBa o00’ekTH. 3axoAd BiacTaHi, IO
3aI0BOJIBHSAIOTE METPHUYHI BIACTUBOCTi, HAa3WBAIOTHCS
MPOCTO METPUKOIO, TOMI SK 1HINI HEMETPUYHI 3aXO0IU
BiJICTaHI IHOMI HAa3WBAIOTh IUBEpreHuiclo. Bubip wmipu
ONMM3BKOCTI  3aJISKUTH BiJl THUIly BUMIPIOBaHHSI YH
MOJaHHSA 00’ EKTIB.

Sx mpaBuno, mipu Omm3pKOCTI — Ie  (QYHKIIL,
0 NpUIIMAalTh apryMeHTH Yy BUDNAAI THap 00’ €KTIB
1 TIOBEPTAIOTh YHCIIOBI 3HAYCHHS, SKi CTAIOTh BUIIUMH
3aJIEKHO BiJ| TOTO, K 00’ €KTH CTalOTh OIJBII CXOKHMH.
Mipa 6sm3pKOCTI 3a3BHYali BU3HAYAETHCS TaK.

Busnauenns: wmipa 6nuspkocti D — 1e GyHKIs,
X xX — R, 1m0 Mac Taki BIaCTUBOCTI:

— no3uTHBHICTE Vx,y € X,S(x,y)20;
— CHMETPHUYHICTE VX, y € X,S(x,y) = S(y,x) ;
— MaKkCHManbHICTb Vx, y € X, S (x,x) > S(x,»),
ne X — mpoctip maHuXx (iHIIAa Ha3Ba «BCECBIT»), a X,  —

mapa k -MipHUX 00’€KTiB.
Haii0inpmr mormmpeHi 3axoad OJU3BKOCTI IS

YHUCIIOBHX, KATETOpialbHUX 1 3MINIAHUX THIIB JAHUX

mepemiueHi B Taba. 5. Jlng  4MCIOBUX  TAHHMX
mependavdaeTbCsl, IO BOHM TIOAaHI Yy  BHIIAIL
BEKTOpPIB, SIKIi MICTSATh pealbHI Yucia. 3HAYCHHS
aTpuOyTiB  HaJekaTb 1O Oe3mepepBHOI  IUISHKU.

Ilepen6avyaeTnes, MO € aBa 00’ €KTH: X = X, X,,X;,...,X,,

Y=V5Y2s Vs -y, 1 271, MO € KoBapiamiero naHuX
3 aTpuOyTamu, TOOTO PO3MIPHICTIO.

Just  xateropiaibHUX J@HUX OOYHMCIEHHS MIp
MOIOHOCTI Y ONM3BKOCTI HE € MPOCTUM Yepe3 Te, II0
HEMa€ YITKOTO IMOHATTS BHOPSAKYBAHHS KaTeropialibHUX

3Ha4deHb. Halimpocrimmii cnoci6 3HAWTH MOXIOHICTH
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MDK JBOMa KaTEropiaJIbHUMH aTpuOyTaMH — IPHUCBOITH 3a arpuOyramu. Bara arpubyra w, s arpubyra k

MOIOHICTE 1, SIKIIO 3HAYEHHS iAeHTHYHI, 1 0, SIKII0 3HAYEHHS OGUHCIIOETCS, AK TOKazaHo y Tabmmi, JOF — 3BopoTHa

He iflenT4Hi. Y Tabn. 5 gynkuis S, (xk > Vi ) € motibHicTIO 4yacToTa BUHMKHEHH!, a OF — 4acToTa BUHUKHEHHSL.

Tabmuus 5. Mipa 6auzexocmi 01 0aHUX 4UCI08020, KAME20PIANLHO20 MA 3MIUAHO20 THUNY

Numeric
Name Measure, S,(x,, y,) Name Measure, S,(x,, »,)
Euclidean Weighted a
Euclidean ZL 17 y i
Squared Squared-chord d 2
Euclidean =l y, Zz:l (\/; B \/y_')
2 2 1 lock d
Squared X a (v =) City bloc z,-:l X, =y,
Ty
Minkowski Chebyshev X, =,
Canberra 4 |x —y, Cosine ! x y,
i=1 X + Yi ’ '
1 L 1 I i= ly'
Jaccard d Bhattacharyya
o EES TRy
d ) i;] ) d
zx,- +zyi _inyi
i=1 i=l i=1
Pearson d ) Divergence d v\
z(xi_yi) Zz(x' y‘)
=1 i=1 (x + y,)
Mahalanobis f ol
Jr—y) = (=) - -
Categorical
w, k=1..d Measure, S, (x,, »,) w, k=1..d Measure, S, (x,, »,)
1/2 1 ifx, =y, l/d 1 ifx, =y,
Overlap = ;
0 otherwise Eskin=4 n; )
5 otherwise
n, +
1/d 1 ifx, =y, 1/d 1 ifx, =y,
IOF = 1 .
] otherwise OF = ~ ! otherwise
1+log f, (x,) xlog £, (,) 1+log———xlog
Si(x) S ()
Mixed
Name Measure Name Measure
General d General Distance d 12
Similarity ZW xkayk Xpyk) Coefficient d _ Zk:l W(Sk’yk) d>
. k=1 gdc(x’y) - d (xk5yk) >
Coefficient S (X, 1) = 7 Z w(x y )
k=1 k> 7k
Zkzl W(xk’yk)
%, - ] ne d*(x,,y,) —KBaapaTHa BifcTaHb
i [ D 1
Jnst uucnosux atpubytis, s(x,,y,)=1 R s k -0 aTpubyTy:
ne R, —niamasoH k -zo aTpulyTy; w(x,,y;) — aHanoriuHo sk y General
w(xk,yk) =0, K0 X YM y MAaroTh MPOIyIIEH] Similarity Coefficient.
3HaYeHHs 1 k -20 aTpubyTy; Hnst uucaosux arpudyTis,
iHakme w(x,, =1. X T Yk
( k yk) . d(xksyk): . . B
s kamezopianvrux aTpuOyTIB, S(xk, yk) =1, R,
AKIO x, =y, ; inakme s(x,,y,)=0; ne R, — nianmasoH 3Ha4yeHb k -2o aTpHOyTY.
w(x,,,) =0, AKIO TouKa KaHUX x wH st kamezopianvrux aTpuOyTIB,
Mae IpOIyILIeHE 3HAUYCHHS k -20 aTpUOYTY; d(x,,y,)=0,sxkmo x, =y, ;
masae (3.,) 1. wasae d(x, )1
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Hapemri, gaHi 3MIiMIaHOTO  THIy  MICTATh

KaTeropiajgbHi W YHCJIOBI 3HAYCHHS. 3BUYANHOIO
MPaKTUKOIO KiIacTepu3alrlii 3MimaHoro Habopy maHHUX
€ TEPEeTBOPEHHs KATEropiaJlbHUX 3HAYEeHb Ha YHCIIOBI
3HAYEHHS 3 MOJAJBIIMM BHUKOPUCTAHHSAM AITOPUTMY
Kimactepu3amii.  [HmmHA  migxin

YHUCIJIOBOL noJisirae

B TpSIMOMY TIOpiBHSHHI KaTeropiallbHUX 3HAYCHB,
3a YMOBHU SKOTO JBa Pi3HI 3HAYEHHS MAIOTh BiICTaHb,
mo JOpiBHIOE 1, a iMEeHTWYHI 3HAYeHHS — BiJCTaHB,
mo gopiBHioe 0. 3BHYaiiHO, MOXXHAa BUKOPHCTOBYBATH
W iHOI 3aX0;W U KaTeropiadbHUX maHuX. [IBi moOpe
BIZIOMi MIpH OJM3BKOCTI, 3arajibHuUi KOS(IMiEHT MOIIOHOCTI
H 3aranpHUN KOeQIIieHT BiJCTaHI JaHWX 3MIIIAHOTO
TUMY TMOKa3aHi B Tabn. 5. Taki MeTogu MOXyTh Opatu
0 yBaru iHpOpMamLil0 TPO MOAIOHICTh, YKIaIeHY
B KaTeropiayibHUX 3HaueHHAX. OTxe, KiacTepuzaris
HE CIPOMOKHA TOYHO BHSBHTH CTPYKTYpy IOAIOHOCTI
MHOXXUHH JaHHX.

Mapxkysannss  Oanmux.  Ilo3Hauka,  TOB’s3aHa
3 eK3eMIUIPOM JaHUX, BKa3ye, YW € Led eK3eMIUnIp
HOpMaTBFHIM abo aHoManbHUM. HeoOximHo 3a3Ha4HTH,
II0 OTPUMAaHHS TOYHHX JAHHUX SK HOPMAJIBHOTO, TaK
i aHOMAIBHOTO THITy 3IeOUThIIOT0  OOXOAWTHCS
HEMOMIpHO J0poro. MapKyBaHHS 4acTO BHKOHYETBCS
Bpy4HY (axiBOAMHU-TIOOBMHE, i, OTXKE, A OTPHUMAaHHS
MapKOBaHOT'O Ha0Opy HaBYANbHHX JaHUX MOTPiOHI
3Ha4Hi 3ycmiis. KpiMm Toro, aHoManbpHa IMTOBETiHKA 9acTo
Ma€ JIMHAMIYHUM =~ XapakTep, HalpHKIad, MOXYTh
BHHHUKATH HOBI THNM aHOMAaIid, MJIg SKAX HeMae
MO3HAYEHHUX HaBUAILHHUX JAHUX.

Knacugbikayis memoois, ocnosana Ha SuKOpUCmAaHHi
Ppo3mivenux Oanux. 3aJeXHO B CTYNEHS IOCTYMHOCTI
MITOK  METOAW  BHSABICHHA  aHOMAJi  MOXYTh
NpaloBaTd B TPbhOX pEXHUMaxXx — KOHTPOJIHOBAHOMY,
HaIiBKOHTPOJIbOBAaHOMY I HEKOHTPOJIHOBAHOMY.

Y  KOHTPOJNBOBAaHOMY DpEXHUMI IependadaeTbes
HasBHICTh HaOOPY HABYAJBHHX JAHWX, y AKOMY 3a3HaueHi
€K3EMILIIPH SIK HOPMAJIBHOTO, TaK 1 aHOMaJIbHOT'O KJIAcy.
TumoBuii minxim y TakuMxX BHIMAAKaxX — NOOyIoBa
NPOTHO3HOI MOAENl JuIsl KJaciB HOPMaJbHUX Ta
AHOMAaJIbHUX. Bynb-KUil HEBUAMMHNA E€K3EMIULIP IaHUX
MOPIBHIOETBCSL 3 MOJEIUIIO, 100 BU3HAYHMTH, A0 SKOTO
KJIacy BiH HAJIGXWTh. Y pa3i KOHTPOIHOBAHOTO BHSBICHHS
aHOMaJTiii BUHUKAIOTh JIBI OCHOBHI mpobaemu. [To-niepiire,
aHOMAJBHUX BWIIAJKIB y HaBYANBHHUX JaHUX Habarato
MeHIIe, HiX 3BU4YaiHuX. [lo-Ipyre, oTpuMaHHs TOYHHX
1 penpe3eHTaTHBHUX MITOK, OCOOJIMBO TS KJIacy aHOMAJTIH,
3a3BMYall € CKJIaJHUM 3aBlIaHHsAM. Hwuska wmeroniB
BBOJATH ITYYHI aHOMAai{ y 3BHUaiiHUN HAOip JaHWUX IS

OTpHUMaHHSA MMO3HAYCHOT'O Ha6opy HaBYaJIbHUX JTaHUX.

HaniBkoHTponsoBaHi METOIH TIPHUITY CKAIOTh,
IO JaHi HaBYaHHS I103HAYAIOTh EK3EMIUIIPHU TUIBKH
s knacy. OCKiTbKM 1M HE TOTpPiOHI MITKH KIacy
aHomaiii, ix Jlermie BHKOPUCTOBYBAaTH, Ha BiJMIiHY
BiJl KOHTPOJILOBAaHUX METO/IiB.

Hapemri, Meromm 0e3 yuuTelss He BUMaraiooTh
MOTEHIIIHHO  HAWOLIBII

HaBYaJIbHUX  JaHHUX, OTXKE,

3acTocoByBaHi. Meroqu wiei  karteropii  HesBHO
MPUMYCKAIOTh, [I0 HOPMAJbHI CUTYyallil TPAIUISIFOTHCS
HabaraTo wyacTille, HDK aHoMajii TECTOBHUX [aHMX.
Komu ne mnpumyiieHHss He NpaBWIIbHE, TaKi METOIU
CTPaXK/IAIOTh BiJl BUCOKOTO PiBHSI XUOHMX TpuBOT. bararo
HAMBKOHTPOJILOBAHMX METO/IB MOXHA aJanTyBaTH s
poOOTH B HEKOHTPOJBLOBAHOMY DPEXKHMI, BUKOPUCTOBYIOUH
BHOIpKY HEMapKOBaHOTO Ha0Opy HaHWX SK HAaBYAIBHHUX
nmanux. Taka amamraris mepemdadyae, MO TECTOBI JaHi
MICTSTh Jy’K€ Malo aHOMaJliif i HaBYeHAa MOJENb CTiiika
JI0 ITUX HeOaraThOX aHOMATIH.

Ioenmudgbixayin ¢yuryii.  Bubip

(YHKIIH Bilirpae BaXXJIMBY POJIb Y BHUSBIEHHI MEPEKHUX

penesanmuoi

agoMmauid. Metoau BuOOpY (QyHKIIiII BHKOPHCTOBYIOTHCS
y cdepl BUSBICHHS BTOPTHEHb ISl YHEMOXKJIHMBIICHHS
HEBAXIMBHUX a00 HepeleBaHTHUX (QyHKLiNA. Bubip o3Hak
3HIDKYE OOYMCIIOBAJIBHY CKIIAJIHICT, YCYBa€ HaJMIpHICTh
iHpopMarii, MIBUILYE TOYHICTh AITOPUTMY BHUSIBICHHS,
TOJIETIIY€E PO3YMIHHS JIaHHUX Ta IMOKPAILy€e y3arajibHEHHS.
[Ipomec BuOOpYy ¢yHKHiIH nepexbadae TPH OCHOBHI
eTanu: (a) CTBOPEHHS MiAMHOXUHH, (0) OIIHIOBAaHHS
MIMHOXXKAHE Ta (B) mepeBipka. Tpu pi3Hi migxomu
J0 TeHepalil MiAMHOXXHWHHM: TIOBHHH, EBPUCTHYHUM
i BumaakoBuil. OYHKIT OWIHKA MOAUISIIOTECS HA I SITh
OKpEMHUX KaTeropiii: Ha OCHOBI OIIIHOK, Ha OCHOBI
eHTporii 9u B3aeMHOi iH(opMaIlii, Ha OCHOBI KOpEIIii,
HAa OCHOBI Y3TOJDKCHOCTI Ta Ha OCHOBI TOYHOCTI
BHUSABIICHHA. MOJICITIOBaHHS Ta peaii3alii B pealbHOMY
CBITI — Ba C1IOCOOM TEPEBIPKHU OI[IHEHOT IiIMHOXKHHHU.
AnroputMHu BHOOPY O3HAaK MOAUISIOTECS HA TPHU
TUIIH: METOAM-000JOHKU, (QUIBTPU Ta TIOPUAHI METOJU.
Toni sk MeToAM-000JIOHKHA HAMararoTbCsS ONTHUMI3yBaTH
JesIKi  3yMOBIICHI KpuTepil 1momo Habopy GYyHKHiA y
MesKax TPOIeCy BHOOPY, METOIH (LIbTparlii IIOKIJIaJaf0ThCS
Ha 3arajbHi XapaKTepUCTUKH HABUAIBHUX JaHUX IS
BHOOPY (yHKIIIH, SKi HE 3aleXaTh OAWH BiJ OIHOTO
W CWIBHO 3aJieKaTh BiJi BUXITHUX JaHWX. [ 10pumaHUN
METOJ] BUOOPY O3HAaK HAMaraeTbCs BHKOPHUCTATH CYTTEBI
0COOJIMBOCTI METO/IIB OOTOPTKY Ta (BLIBTpA.
THosioomnenns npo anomanii. BaXimBUM acrieKToM
OyZb-KOTO METONy BHSIBICHHS aHOMAJi € crocio
MOBIIOMJICHHS TIPO aHOMauii. 3a3BUYald BUXiIHI MaHi,

OTpPHMAaHI 33 JOTIOMOTOK0 METOJIB BUSBJICHHS aHOMAIH,
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OyBalOTh JBOX THUMIB: (a) OIliHKA, sIKa € 3HAYCHHSM,
o noenuye (I) Bigcranb a00 BiIXUICHHS 3 MOCHIAHHSIM
Ha Habip mpodiniB abo curraryp; (II) BrumB GinbmiocTi
B iioro oxoxuui Ta (I1I) siBHe nOMIHYBaHHS BiANIOBiTHOTO
mixnpocropy; (0) mo3HauKa, 110 € 3HAUYCHHIM (HOPMAIEHIM
ab0 aHOMaJIbHUM), TPHCBOEHHM KOXXHOMY EK3EeMILLIPY
TecTy. 3a3BHYail MapKyBaHHS CK3eMIULIpa 3ale)KHTh
Bin (I) posmipy rpym,
HEKOHTpOJIboBaHOro Metoxay; (II) KoMmakTHOCTI rpymH
(rpym); (1)
pe3yIbTaTIB,

CTBOPCHUX 3a JOIIOMOI0OI0

rOJOCYBaHHS OUIBIIOCTI HA OCHOBI
OTPUMaHHX 32 JOIIOMOTOI0 JEKITBKOX
iHaekciB ado (IV) siBHe 1OMIHYBaHHS ITiIIMHOKUHH O3HAK.
AHami3 3amporOHOBaHOiI TaONWII Jae 3MOTy
3pOOUTH BHUCHOBOK, IIIO cepejl Oe3miyl MoJaHuX 3aXO[iB
OII3BKOCTI CYTTEBO BHOKPEMITIOETHCS Mipa MaxamaHoOica.
i oco6muBicTh MOSACHIOETHCA THUM, IO BOHA €MHA,
ska Oepe IO yBarm 3HAUeHHS KOe(]imieHTIB KOpesmii
MDK PpI3HUMH BHMIpaMH, OTPUMaHUMM TIiJ d4ac
MOHITOPHHTY aKTHBHOCTI Mepexi. Lle 3Mytrye 3BepHYTH
yBary Ta OUIBII JETaJbHO IpOAaHAII3yBaTH caMme IeH

3axi7 OMMU3BKOCTI I BUSBJICHHS MEPEKHUX aHOMAITIH.

4.3. O0rpyHTYBaHHSI BUOOPY peJieBAHTHOI Mipu
01M3BKOCTi BUABJIEHHS] MePE;KHUX aHOMAJTII
Bubip ™mipu OJHM3BKOCTI MK CIIOCTEPEKCHHIMHU

Jla€ MiJACTaBH JAJIsl OOTPYHTYBaHHS METPHKHM aHOMAaUIid
Mepexi, 0 BUSBIAIOTECA B pexuMi oHmaitH. Hexait
A={a1, ..,an} -

aKTUBHOCTI, IO BiJCTEXYIOTHCA, B IOBUIFHHUA MOMEHT

Habip  aTpuOyTIB  MepexHOl
yacy. KoHTponboBaHi arpubyTH MOXYTh 30MpaTHcs SK
BHYTPIIIHIMHU, TaK i 30BHIMIHIMHA JaTYUKaAMH CHCTEMH

BUsiBJIeHHs1 BToprHeHb (/DS). JlaHi nmepiogndHO pOCTYTh

KOXHI ¢ MimicekyHA. BXxinHuit Bektop i :{itl,...,i,”}

HaJac€ThCd OHJIAMH, J¢ |

., € R mosnayae 3HaveHHSA

aTpulyTa a; 32 MEBHUH Yac . 3 KOXXHUM 3aJlaHUM Z
pimeHHs Mae OyTH NpUIHATE HEraifHO, HE3AJIEKHO BiJ
TOTO, UM € i, AHOMATHHUM, M Hi.

Takox moctynHi momnepenHi gani H (mepembadeni
HOpPManbHUM (PYHKIiIOBaHHAM Mepexi). H — me mxn
MaTpUIl, 1€ CTOBIII TO3HAYalOTb 71  aTpUOYTIB,
IO BIJCTEXYIOTBCS, a PAAKH 30epiraloTh 3HAYCHHS
mUx arpuOyTiB 3a m TepioaiB yacy. H Moxe OyTH
3allMCaHWii Ha OCHOBI TOBHOI pOOOTH, sSKa CBiOMO
€ HOMiHaNbHOW (Hanpukiaz, Tpadik 6e3 BioMux 300iB),
abo BiH MOXe OyTH CTBOpPEHHH Ha OCHOBI OCTaHHIX

BXIJTHUX JJAHUX M, SIKI OyJI OTPUMaHi B PEXXUMI OHJIAlH,

TOOTO H={2,m71,...,? }

-1

PosriiHeMO I BUSBIIEHHS — aHOMawiid OB
HAMOUIBII TOMYJISIPHI MipH OJHM3BKOCTI CIIOCTEPEKEHb
32 YMOBH BHSABIICHHA MEPEKHUX AHOMANIA — €BKIIIOBY
MeTpuKy # MeTpuky Maxananobica. Ix npuHimmosa
PI3HHIIS [OJISITA€ B TOMY, II0 €BKIIIZIOBA BiICTAHb MOXE
OyTH BH3HAUYEHA [UIT KOXKHOI MapH CIOCTEPEIKEHb,
i, Ha BiAMiHYy Bim BifgctaHi MaxamaHobica, >XOIHUM
YHHOM HE 3Ba)ka€ Ha KO0, [0 ICHYE MiXK
€JIEMEHTAMH BChOT'O BEKTOPA CIIOCTEPEIKEHb.

Bincranp Maxamanobica —  1Ie n -MipHAR
Z -noKa3HUK. BiH 004HCITIOE BiICTaHb M)XK 71 -BUMIipPHOIO
TOYKOID Ta TPYNOKW IHIIUX TOYOK B  OJMHHUILIX
CTaHIOApTHUX BiaxwieHb. Ha BigMiHy Bix 3BHYaiHOI
7 -BUMIPHOI €BKJIIOBO{ BifcTaHi, Biactane MaxamaHoOica
TaKOX 3Baka€ Ha PO3MOALT TOYoK. OTKe, AKIIO Tpyra
TOYOK € CIIOCTePEeKEHHSIMH, TO BimcTaHb MaxamaHoOica
BUKHJIOM TIOPIBHSIHO

BKa3zye, 4YM € HOBa TOYKa

31  cooctepekeHHsAM.  Touka 31  3HAYCHHSAMHU,
AQHAJOTIYHUMHM TOYKaM CIIOCTEPEXKEHHS, pO3TallloBaHa
B 0araroBHMipHOMY IWIpOCTOpi, B MIUIBHINA HimAHII ¥
MaTHMe MeHNIy Bifcranb MaxanaHobica. OJHaK SIKIIO
BHUKH[ Oy/ie pO3TalIOBaHMH 3a MEKaMH IIUTFHOI TiUTIHKH,

TOJI A1 HhOTO Oy1e Oiibina BimcTanb MaxanaHoOica.

Puc. 1. EBkiizioBa BiJICTaHb MOPIBHIHO
3 BigcranHO MaxanaHoOica

dopmaibHO BifcTans MaxanaHobica 00YHCITIOEThCS

TaK: Hexah | ={i i i } BEKTOP ITOTOYHHX

124,29 % 0
BXIJIHAX JaHUX 7 aTpuOyTiB, IO BiJCTEKYIOTHCS,
a H MaTpuIls po3MIpHICTIO m X1 — rpyna HOMIHATBHUX
3Ha4YeHb IUX aTpuOyTiB. Bu3HagaeMo cepemHe 3HAUEHHS

H 3a 3HAYEHHAM 1=t by ses 11,

BEKTOpa
a S — marpuns H . Bincrame Maxananobica, D

mahal >

Bil i, 10 H BU3HAYAETBCA TaK:

Do (i H) = (0= 2)S (i ~4).
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[puxitag 300pakeHo Ha puc. 1, HA SIKOMy MOXKHA
nobayury, mo, xo4a A i B MaloTh OJTHAKOBY €BKIIIJJOBY
BiJICTaHb BiJl LIEHTpOIna 4 , BiacTanb MaxananoOica st

A(3,68) Oljbla, HIK a1 B (1,5) , OCKUTBKH €K3eMILLIP

B imoBipHIIHIi, HIX eK3eMIUBIp A MO0 iHIINX TOYOK.

3aBasKy TpUpol Bijcrani MaxanaHoOica MOXXeMO
BUKOPHUCTOBYBaTH HOTO JUISI BHSBJICHHSA AaHOMAJii
y MepekHOMY oToueHHI. KoxeH 13 7 arpuOyTiB 1OoMeHY
(manpuknan, Tpadiky) BimnoBizae BuMIpy. BXimHuii

BEKTOp |

, — 1e }’l-BI/IMipHa TOYKa, sKa BI/IMipIOCTLCH

BizcraHHr0 Maxanano0ica mono H . Bincrans Maxanano0ica
MOTIM BHKOPHCTOBYETHCS IUISI BKA3iBKH TOTO, UM KOXKHA

HOBA BXiJJHA TOUKA 7, € BUKMAOM moJ0 H .

5. AHaui3 10CATHYTHX pe3yJIbTATiB

BOHU 3yCTpiuaroThCsi pazoM. Lle mocsraeTbcs 3aBIsIKH
0araTOBUMIPHOCTI TOYOK, II0 BH3HAYAIOTHCS BiICTAHHIO
Maxanano0ica.

AHoMmantisi  Oynb-KOTO THIy MOXE IPHU3BECTH
JIO TOTO, 1[0 PENPE3CHTATUBHA TOYKA BHSBUTHCS OKPEMO
Bil HOMIHAJBHHX TOYOK Y BIAMOBIAHOMY BHMIpIi,

0 MOMICTUTH 11 3a Mexi minbHOI qurtHkA. 1{e mpusBene

Bubip mipu 6mm3pkocti MaxananoOica K migcTaBu
METPHUKH BHSBJICHHS MEPEKHHX aHOMATIH MOSCHIOETHCS
TUM, IO TiNBKH Mipa Omm3pkocti MaxamaHoOica Oepe
JI0 yBark KOPEJIbOBAHICTh CIIOCTEPEKEHb 1, BiAMOBITHO
JIO LIOTO 3Ba)Ka€ Ha T'EOMETPII0 PO3KUAY CIIOCTEpiradin
HOPMAIIBHOTO PEeXUMY pOOOTH, MO Jae  OuTbII
OOTPYHTOBAHI OIIIHKY IS BIJHECCHHS CIIOCTEPEKCHHS.

BukopucroByroun Binctane MaxananoOica, MOXHa
JIETKO BUSIBUTH TPU 3arajibHi KaTeropii aHoMaii.

1) Touxosi anomanii: HETPUITYCTHMI EK3EMIUIIPU
JIaHWX, 110 BiJOBIIAI0Th HETIPUITYCTUMUM 3HAUCHHSIM I, .

2) Koumexcmyanvui anomanii: eK3eMIUIPH JTaHUX,
SIKI € aHOMAJILbHUMU JIMIIIE II0JI0 TICBHOTO KOHTEKCTY, aJie
He iHaKmre. Y HalmloMy IMigXoai KOHTEKCT 3a0e3Meuy€eThCs
3MIHHAMM JaHUMH KOB3HOI'O BiKHA.

3) I pynosi anomanii, Mo € TIOB’SI3aHAMHA SK3EMITIIPAMA
JAHUX, SKi JOMYCTHMi OKpPEMO, aje¢ aHOMAallbHi, KOJIU

Chnucok JgiTepatypu

MO0 3HAayHOi BiacTaHi MaxamaHoOica 1, 3peHITolo,
CIIPalbOBYBaHHS TPHBOTH.
BucHosok
1. Y crarti pO3rIsSHYTO OCHOBHI  acCIEKTH
BHUABIICHHA MepexHux aHomamniili. CdopMmynbpoBaHO
OPUHLWIY, 100 JalOTh 3MOTY Y3arajJbHUTH pi3Hi

METO/M BUSIBIICHHS aHOMaiiid. ONUcaHo aTakd, 3 SKUMH
3a3BMYail CTHKAIOTHCSI CHCTEMU BHUSBICHHS MEPEKHHX
BTOPIHEHb, @ TaKOX XapakTepUCTUKH W  TUIH
METOJIB iX BUSBICHHA. MepexxHi aHOMalii PO3TIITHYTO
SK TPOSIBY MEPEeKHUX aTak, IO JO3BOJISIE BHKOHATH
KIacu]iKaIiro aHOMaJIii.

2. TlomaHo BuIOW, TOKa3HUKH Ta NPHUKIAAN
MepexHux aHomaniit. g kmacudikamii Ta moJeTHIeHHS
BUSIBIICHHS. ~ MEPEXKHHMX  aHOMAJII  MPOMOHYIOThCS
Mipu OJHM3BKOCTI JUIA YUCIOBHX (IO XapaKTEePH3YIOTh

aHOMaJTii), KaTeropiajJbHUX 1 3MIIIIAHNAX TUIIB JaHKX.

3. AprymeHroBaHo BuOip Mipu  OJM3BKOCTI
Maxanano0ica SIK  OCHOBM  METPUKH  aHOMAiH.
OOrpyHTOBaHO, IO  TIMBKA  Mipa  OJNH3BKOCTI
Maxananobica Oepe 10 yBark  KOPEJIHOBAHICTh

CIIOCTEPEXKEHb 1, OTXKE, BPAXOBYE T'€OMETPII0 PO3KHIY

CIOCTEPE)KEHb  HOPMAJIBHOTO  PEXKUMY poboTH i
BIAITOBIAHO Ja€ OUIBII MOBHI OIIHKK JUIS BU3HAYEHHS
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