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MINIMIZATION OF CONJUNCTIVE NORMAL
FORMS OF BOOLEAN FUNCTIONS BY

COMBINATORIAL METHOD

06’ exmom docnidncens, € KOMOTHAMOPHULL MeoO MiniMizayil Kon oxmuenux nopmarviux gopm (KHD) 6ynresux
QyHKYil 3 MEMOI0 3MEHUWENHS 11020 aL2opumMiunoi cxaadnocmi. OOnum 3 HAUNPOOLEMHIUUX MiCUb MIHIMI3AUTT
KH® 6ynesux ¢pynxuiil € ckaaonicmv aizopummy MiHiMisayii ma zapanwmis Ompumaniis Minimaionoi gymuxyii.

Y x00i docnidacenns uxopucmosyeascst Memoo pieHOCUILHUX 00PASHUX NePEMEOPEHb, AKULL TPYHMYEMbCL Ha
3axonax ma axciomax anizedpu noziku, npomoxoiu minimizayii KH® 6ynesux ¢ymnxuyii.

Ompumano smenwenis 004uUcI08aILHOI ckaadnocmi npovecy minimizauii KH® 6ynesux dpynxuiil kombinamop-
HUM METMOOOM 30 HOBUMU GCTNANOBICHUMU KPUMEPIAMU, 3A60AKU GUKOPUCTIAHHIO PSOY 0COOIUBOCTEN AN20PUMMY
nowyKy Minimarvnux ous’ oxmuenux wopmairvrux gopm (AHD) ma KHD noziunux dynxuyii, 3oxpema:

— 3ACMOCYBANHS MAMEMAMUYIHOZ0 ANAPATNY NePemeopenst OJ0K-CXeM 3 NOSMOPEHHIM 0aE 3mozy 30Lpuumu
inghopmauiiny xomnonenmy o6pasn020 NEPemeoPeHs CMoCcoEHO OPMOZOHALLHOCN, CYMINCHOCTE, 0OHOSHAUHOCTIT

O210KI8 mab Ui icmunnocmi;

— pisnocunviii 06pasii nepemeopenis 0036010Mb 3 ePeKmom 3amMinumu 6epoairvii nPouedypu ArzeoPUUHUX
nepemeopeis 3a paxynox OLivwoi ingopmauitinoi emuocmi mampuunux oopasis;

— pe3yavmam MiHiMI3ayil OUIHIOEMbCS 3a 03HAKOH MIHIMAILHOL PYHKYil;

— minimanvii TH® ab6o KHD ¢ynxuii ompumyomocs ne3anewncio 6io Hopmanohoi popmu sadanoi nozivnoi pynxuii;

— npomoxoau minimizauii KH® 6yresux Qynxuii cxkradaroms 6iriomexy npomoxoie ois npovecy mMinimizayii

KH® 6ynesux ¢ynxuyii sx cmandapmui npoyedypu.

3asosiku suuesurIAdeHOMY 3A0e3NeUYEMbCS MONICIUBICID ONMUMATLHO20 SMEHULCHHS KLIOKOCTIE SMIHHUX 3A0an0i
pynxuyiil 6e3 empamu i pynxuionarvrocmi. EQexmusnicms 3acmocysanis 00pasiux nepemeopei 0eMOHCMPYEmvCs
npurIadamu Minimizauii pynkyill, 3ano3udenux 3 THuUx Memooie 3 Memoio NOPiGHIHHS.

Y nopiensanni 3 ananoziunumu gidomumu memoodamu Minimizauii 6yaecux GynKyiil 3anpononosaniuii Memoo 00360eE:

— amenwumu anzopummiuny ckaaduicmo minimizayii KH® 6ynesux ¢ynxuii;

— 30invwumu naounicmo npovecy minimisayii TH® abo KHD bynesux ¢ynxyiil;

— 3abesneyumu camoooCMamuicmy KoMOIHAmMoOpPHo20 Memody MiHiMisayii Oyresux PyYnKYii 3a Ppaxynox enpo-
8a0NCEHISL O3HAKU MINIMATLHOT ynKyil ma minimizauii na nosuii maoiuyi /TH® i KHO.

Kmovosi cnosa: minimizayis KON IOKMUSHUX HOPMATLHUX (OPM, KOMOTHAMOPHUL MemOoO MIHIMI3ayil OYlecux

pynxuyitl, 610K-cxema 3 NOBMOPEHHIM.

1. Introduction

The problems and shortcomings of the known methods
of minimizing conjunctive normal forms (CNF) of Boolean
functions are associated with an increase in the amount of
computation with an increase in the number of variable
logical functions. The complexity of the minimization prob-
lem for Boolean functions of n variables in the CNF class
with increasing n increases exponentially. The complexity of
the algebraic method and the complexity of minimizing the
CNF of a logical function by the Karnaugh map increases
markedly with an increase in the number of variables by
more than four or five; therefore, it is not advisable to use
these methods with a large number of variables.

The task of Boolean functions minimization F=
= F(x,x,..x,) in the CNF class is formulated as follows:
for a Boolean function of n variables F, find the CNF of
the functions by the minimum possible number of CNF
factors or with the minimum possible number of input
literals (MCNF).

In [1-3] the combinatorial method of Boolean functions
minimization in the class of disjunctive normal forms (DNF)
was considered. The features of the method consist in

the greater informativeness of the process of minimization
compared to the algebraic method of Boolean functions
minimization, due to tabular organization and the intro-
duction of the apparatus of figurative transformations.

This paper presents a combinatorial method for Boolean
functions minimization in the CNF class of logic functions.
The use of the method of figurative transformations to
simplify the CNF of the functions gives new rules for the
algebra of logic, establishes the sign of the minimal function.

The evolution of methods for simplifying logical functions
is the result of relentless optimization, so research remains
relevant, in particular, to the improvement of such factors as:

— methodology of minimization of logical functions in

the class of DNF and CNF;

— establishing signs of minimal function;

— the cost of technology to minimize logical functions.

2. The ohject of research
and its technological audit

The object of research is the figurative transformations of
the combinatorial method, to minimize the CNF of Boolean
functions, which are applied when there is a complete or
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incomplete binary combinatorial systems with repetition
in the structure of the truth table [1-3].

The figurative transformations of the combinatorial
method make up a library of protocols for the process of
minimizing CNF of Boolean functions as standard pro-
cedures, therefore the use of a separate such protocol is
reduced to performing a single algebraic transformation.
Equivalent figurative transformations of the combinatorial
method by their properties have a greater information
capacity, therefore they are capable of replacing verbal
procedures of minimizing CNF with the Boolean functions
of algebraic transformations with effect.

The effectiveness of the use of figurative transforma-
tions of the combinatorial method for minimizing CNF
of Boolean functions is significantly reducing the com-
plexity of the procedure for reducing logical functions.
This allows to do without hardware and software tools
to automate the process of reducing the Boolean func-
tions to 10 variables.

Reducing the complexity of the process of simplifying
the CNF of Boolean functions by the combinatorial method,
in particular, adds efficiency in the practical establishment
and operation of the sign of the minimal function.

The disadvantages of the use of figurative transfor-
mations of the combinatorial method while minimizing
CNF of the Boolean functions are associated with a small
amount of existing theoretical developments. The prospect
of using the combinatorial method for minimization of
a CNF of logical functions is based on practical chances
of optimal minimization of a CNF of logical functions.
With an increase in the number of variables (computation
time), in order to minimize the CNF of the function by
the combinatorial method, it is necessary to search for
new protocols for minimizing CNF of the Boolean func-
tions and expanding the library of the specified protocols.

3. The aim and ohjectives of research

The aim of research is simplification of the process
of minimizing the CNF of the Boolean functions by the
combinatorial method. To achieve this aim it is necessary
to solve the following tasks:

1. To establish the adequacy of the application of the
combinatorial method to minimize the CNF of the Boolean
functions.

2. To determine equivalent figurative transformations of
a disjunctive maxterms to minimize the CNF of Boolean
functions.

3. To establish the feasibility of the use of figurative
transformations to obtain the signs of the minimum logi-
cal function.

4. To establish the feasibility of using figurative trans-
formations to minimize the two normal forms — DNF and
CNF of a given Boolean function, using the full truth table.

4. Research of existing solutions
of the prohlem

The relationship between the CNF representations of
a given Boolean function and the essential sets of the
implicant is studied in [4]. It is known that every rep-
resentation of a CNF of the function and every essential
set of implicant must intersect. Therefore, the maximum
number of pairwise essential sets, do not intersect, give

the lower limit of the size of any representation of the
CNF of a logical function. In [4], the lower limit of the
minimum size of a CNF of a given function is studied.
The lower bound is given by the expression that indicates
the number of pairwise essential implicant sets that do
not overlap. Functions for which this lower bound cor-
responds to the minimum size of a CNF, called «covering
functions». The polynomial complexity of solving this prob-
lem of minimizing CNF of Boolean functions is shown.
This minimization problem has many practical applica-
tions. For example, for artificial intelligence, this problem
is equivalent to finding the most compact representation
of a given knowledge base. Such transformation of the
knowledge base ensures the compression of knowledge,
since the actual knowledge does not change, and the size
of the presentation can be significantly reduced.

The problem of minimizing CNF of Boolean functions
is considered in [5], where generalizations of a large class
of CNF formulas and their minimization in polynomial
time are presented.

The method of decomposition of Boolean functions,
which can be applied in some cases to the CNF formula,
when it is necessary to bring its minimum, is considered
in [6], where examples of such an approach to minimizing
CNF of a Boolean function are presented.

In [7], the minimization of CNF of Boolean functions
in polynomial time is considered and the complexity of
solving this problem is analyzed. It is known that the
question of whether there is a shorter CNF for a function
defined as a CNF has n? complexity for general formulas,
although for certain classes of formulas the complexity of
minimizing a CNF may be different.

The discussion on the role of autosymmetry degree
of variables of a Boolean function and why it deserves
attention to minimize the logical function is presented
in [8]. The regularity of variables of a Boolean function
can be expressed by the degree of autosymmetry, which
ultimately gives a new tool for effective minimization.

A new heuristic algorithm for maximal minimization of
Boolean functions is proposed in [9]. To implement it, graphic
data are used and some conditions are presented to achieve
the maximum minimization level of the Boolean function.

A comprehensive survey of methods for minimizing logi-
cal functions is demonstrated in [10]. These methods are
examined by their purpose, methodology, implementation,
and benefits. A comparison of the reviewed approaches to
the minimization of logical functions is presented.

A new technique of two-stage process of combinational
logic optimization is described in [11]. Such technique
can be applied to arbitrary combinational logic problems,
and often gives an improvement even after optimization
by standard methods. This optimization technique is used
to improve software performance.

Boolean functions minimization using a triple tree, in
which basic Boolean operations are applied, is considered
in [12]. The method is designed to minimize Boolean func-
tions with a large number of variables with the support
of minimizing incompletely specified functions.

Minimization of conjunctive normal form of partial
monotone Boolean functions for k-valued logic is considered
in [13], and it is proved in [14] that conjunctive normal
forms of partial monotone Boolean functions of 2-valued
logic can be effectively minimized using partial monotone
disjuncts. A Boolean function is called partially monotone
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if it is monotone with respect to some of its arguments
and anti-monotone with respect to its other arguments.
In [14], it is proved that conjunctive normal forms of
partially monotonic Boolean functions of 2-valued logic can
be minimized very effectively using only partially monotonic
disjuncts. A Boolean function is called partially monotone
if it is monotone with respect to some of its arguments
and anti-monotone with respect to its other arguments.
Unlike the above-mentioned sources, in this work, the
object of solving the problem is minimizing CNF of the
Boolean functions by the combinatorial method if there
is a complete or incomplete binary combinatorial system
with repetition in the structure of the truth table. The
mathematical apparatus of the block diagram with repeti-
tion makes it possible to obtain more information about
the orthogonality, adjacency, uniqueness of the truth table
blocks. Equivalent figurative transformations in the form of
two-dimensional matrices by their properties have a large
information capacity, therefore, they are able to effectively
replace the verbal procedures of algebraic transformations.

5. Research resulis

5.1. Equivalent transformations of CNF of Boolean func-
tions. The rules for simplifying the CNF of logical functions
are based on the associative (1), (2), commutative (3), (4)
and distributive (5), (6) laws of the algebra of logic.

Associative laws:

X+ X+ X3 =2+ (0 +x3) =2 + (X +23) =

=x3+ (X +xy), )
X1X9X3 = X1 (Xy-X3) =25 - (X - X3) = X3 (2 - Xp). (2)
Commutative laws:

Xy + Xy =Xy + 24, 3)
XXy = Xy Xy, (4)

Commutative laws are valid for disjunctions and con-
junctions of any number of variables.

Distributive laws:

a) distributivity of the conjunction with respect to
disjunction (distributive law of the 1st kind):

Xy (Xy+2X3) = Xy Xg + Xy X3 ©))

b) distributivity of disjunction with respect to con-
junction (distributive law of the 2nd kind):

X+ (20 203) = (20 + 2,) (20 + 23). (6)

It is also easy to verify the validity of de Morgan’s
laws (laws of inversion):

X1 Xy o Xy, =X+ X+ X,

Xi+Xo+ ot Xy =X XKoot Xy

When performing logical operations in expressions, it
is necessary to observe the following rules:

1) if only identical operations are present in the ex-
pression, they must be performed in the order in which
they are written;

2) if in the expression there are various operations, then
it is necessary first to carry out operations of inversion,
then — conjunction and, finally, — disjunction.

Brackets are used to change the priorities of the logi-
cal operations.

In the general case, when minimizing the CNF of the
Boolean functions by the combinatorial method, the fol-
lowing rules of the algebra of logic are used:

The rule of gluing of variables for a CNF of logical
expression.

A conjunction of two adjacent elementary clauses of some
rank p is replaced by one elementary clause of rank p—1,
and is a common part of the initial operands of the con-
junction. This rule is a consequence of the distribution
law of the 2nd kind:

(X + 2y +;3+;4)(x1+x2 +;3+x4):x1+x2+;3;

(7

(X +22) (X +22) = 2,

(®)

Equivalent figurative transformations of the combinato-
rial method for the gluing rule of CNF of a logical expres-
sion (7), (8) have an illustration of the images (9), (10)
respectively:

1100

=110 ~|; 9
\1101\\ | ©)
01
‘H=\~1\. (10)

The semi-gluing rule of the variables for a CNF of logical
expression.

(2 +205) (24 +;z+x:s) = (2 + 25 ) (20, + x3).

(11)
For proof, open the brackets:

(X +22) (X + Xy +203) =

=X+ XXy + X X3+ XXy + XoX3 =X+ Xo9X3.

The result will again be presented to CNF:

X1+ XpX3 = 200 (X + X3) = X105 + X103 = (&) + X)) (2 +X3).
So

(2 4+ 2092y +;2+x3) = (a0 + X)) (2 + 2x3).

Equivalent figurative transformations of the combina-
torial method for the semi-gluing rule of CNF of logical
expression (11) have an illustration of the image:

11 11 (12)
101 |1 1f

The rule of generalized gluing of variables for a CNF of
logical expression:

(201 23 ) (26 203 ) () + 2y) = () + 2 ) (205 + X5 ); (13)

() 25 ) (26 4 205 ) = (2 4 265 ) (0 + 263 ) (2, + ). (14)

4
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Equivalent figurative transformations of the combi-
natorial method for the rule of the generalized gluing of
a CNF of a logical expression (13), (14) have an illustra-
tion of the images (15), (16) respectively:

1 1 _
10]= Lol (15)
11
11
! = 10 (16)
10| '
11

The variable absorption rule for a CNF of logical expression.
A conjunction of two elementary disjunctions of va-
rious ranks, one of which is its own part of the other, is
replaced by a disjunction that has a lower rank. This rule
is a consequence of the distribution law of the 2nd kind:
(X + 20+ 23 +2,) (X3 +X4) = X3+ X4

17
(18)

2y (2+X,) = 2y,

Equivalent figurative transformations of the combinato-
rial method for the absorption rule of a CNF of a logical
expression (17), (18) have an illustration of the images (19),
(20), respectively:

1 101_‘ 01 (19)
01| ’

%=1~ o (20)

10| ’

The idempotence rule for variables for a CNF of logical
expression:

(0 + 209) (X + 29) = X + X,

(21)
For proof, open the brackets:
(X + 209) (X4 + X)) = Xy + XX + X005 + Xy = Xy + Xy

The equivalent figurative transformations of the com-
binatorial method for the idempotence rule of the CNF of
logical expression (21) have an illustration of the image:

=1 1].

‘1 1 22

11

If in conjunctive normal form (CNF) of logical function:

F=(a;+2,+25) (X + 205+ 23) (2 + X5 + 203) ¥

The expression (24) is represented by the matrix:

(25)

===

_—0 O =, O O
_m O = O

Disjunctive normal form (DNF) of logic function:

F=x, Xy X5+2X X945+ XX0X5 +

+ x1x7 ;3+x1;2x3 + XXX, (26)
can be represented by binary codes:
F=000+001+011+100+101+111, 27
or matrix:
000
001
011
F= 28
100 (28)
101
111

Considering (25) and (28), it can be seen that the CNF
and DNF of logical functions are represented by matrices
with the same combinatorial structures. The difference
between these matrices lies in the hermeneutics of logical
operations. The matrix (25), which reflects the CNF of
a logical function, provides the disjunctive maxterm of
the function and conjunction operations for them. The
matrix (28), which reflects the DNF of a logical func-
tion, provides the minterm of the function and disjunction
operations for them.

Since the matrix images provide more information about
the orthogonality, adjacency, uniqueness of the combina-
torial system blocks (25) and (28), which are the truth
tables of the given logical functions, using them to search
for objects equivalent transformations is effective in the
process of simplifying logical functions.

5.2. Simplification of Boolean functions hy combhinato-
rial method. Equivalent transformations of the structure of
Boolean functions, changing only its form, not its value,
allow to obtain a simplified scheme of a combinational
device. The transformation of the structure of a Boolean
function in order to simplify the combinational device is
called its minimization.

Example 1. Simplify expression:

><(x1+;2+;3)(x1+;2+x;3)(x1+x2+x;,), (23) f=ad+ab+ac+l;Cd. (29)

variables with inversion replace with «0», and variables . . .
’ A he 1 f lized gl :

without inversion replace with «1», then obtain the binary ccording to the law of generalized gluing
equivalent of the expression of a logical function: ad +ac=ad +ac+cd,

F=(0,+0,+03)(0;+0,+15)(0; +1, +1;) x so

><(11"‘02 +03)(11+02 +1)(11+12+13)4 (24) f=ad+ab+;c+cd+icd,
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whence
[ =ad+ab+ac+cd(1+b)=ad +ab+ac+cd.
The generalized gluing law is again applicable:
ad +ac +cd = ad + ac,
and finally:
[ =ad +ab+ac.

Simplification of algebraic expressions (29) by figura-
tive transformations looks like this:

1 1
1
. 11 1 1
=, =0 1 |=[11
0011 [0 1
0
1011

Simplified form of the function:
f=ad+ab+ac.

During the simplification of the expression (29), the
identity (highlighted in red) and the law of absorption
are applied by figurative transformations.

Example 2. Simplify expression:

Y = X4 XX Xy 20 + X0 Xy X Xy Xy =
= XXX +;1x2(x3 +;3)+;1 372(953 +973) =
= XXXz +;1x2 +;1 ;2 =
= XXX + ;1(352 +;2) =
= XX+ X, =

=XyX3+ X

(30)

Simplification of algebraic expressions (30) by figura-
tive transformations has the form:

111
011

oo gltty ot

v= “lo o T
010
000

Simplified form of the function:
y= 371 + X3,

During the simplification of expression (30), the law of
super-gluing of variables [2] (highlighted in red) and semi-
gluing of variables is applied by figurative transformations.

Example 3. Simplify expression:

Y=X1 Xy X3+ X1 XoXg+ X X9X3+

+ X1 X9 X3+ X1 X9X3 + X1 X9 X3.

31

Let’s glue the first and fourth, second and fifth, third
and sixth minterms:

Y =Xy X3+ X3+ Xy

Let’s continue to simplify the expression. Apply the next
axiom to the second minterm:

X9X3 = XyX3 + XoXs,

(32)
and substitute in the result, then:

y= (x2 X3 +X2X3)+(X2X3 +X2X3) =

=Xy (X;; +X3)+X3 (Xz +x2): Xy + X3.

This is the desired simplification of the expression (31).
To obtain it again the law of gluing is applied.

Simplification of algebraic expressions (31) by figura-
tive transformations has the form:

000

11

_ = OO

_—0 O =, O
_ e O = =

1

Simplified form of the function:

Y=Xxy+Xx3.

During the simplification of expression (31), the law of
super-gluing of variables [2] (highlighted in red), simple
gluing (highlighted in blue), and the semi-gluing of vari-
ables are applied by figurative transformations.

Another way to simplify the expression (31) by figura-
tive transformations is:

000
001

ot t[ oo/ 0

y‘100$ J* J
101
111

The result of the simplification of the expression (31)
in two variants is the same.

The results of simplifying the Boolean functions in
examples 1-3 by figurative transformations coincide with
the result of simplification obtained using the algebraic
method, but the process of simplifying functions by figu-
rative transformations is simple.

5.3. Nelson method. The method allows to obtain a re-
duced DNF of the Boolean function F with its arbitrary
CNF. The algorithm of the method is reduced to the opening
of the brackets of an arbitrary CNF of the Boolean function F
followed by all acquisitions. The result will be a shortened
DNF of the Boolean function F.

Example 4. Find the simplified DNF of the function F
in CNF by the Nelson method:

F = (264 2) (24263 ) (36 + 2, + 3. (33)
After opening the brackets:
F= (20005 4+ X, X+ 2005 ) (3 + 2+ 205) =

=X X3+ XXX +;1;2;3+x1;2x3). (34)

4
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After all the acquisitions, let’s obtain the simplified
DNF of the function F

F=xx;+x x5 x5.

(35)

Let’s note that to simplify the Boolean function (34),
it is possible to apply figurative transformations:

000
1 1

Fe 0 :000.
1 1] |1 1
111

Simplified form of the function:

F=xx5+x 2y x5. (36)

In order to simplify the function (34), absorption is
applied twice through figurative transformations. The re-
sult of simplification (36) obtained by figurative transfor-
mations coincides with the result (35) obtained by the
Nelson method.

6. Research results

When the CNF is minimized by the algebraic method,
it is often enough (but not always!) it is possible to get
the best results if increase the given CNF using the idem-
potence property of disjunction xx=x.

Example 5. Minimize the CNF of a function given by
perfect conjunctive normal form (PCNF):

F (01,202, 25) = (20204 23 ) (20 23+ ) (X + 2 +.205). (37)
First, let’s minimize the function F(x,x,,%5) by ap-
plying the gluing laws. Choose one of the possible options

for gluing of variables, for example (disjunctions that can

be glued underlined):

F(aty,209,05) = (2 + 200 + 2032y + 205 + 203)(Xy + X0 + X3),

and minimize CNF:

F(acy,269,303) = (201 + 203) (20 + X2 + 203). (38)

Add the second disjunction again in expression (37).
This does not change the Boolean function itself, but
as a result of this <«building up» of the function, let’s
obtain the minimal CNF with a shorter representation
than (38) [15]:

F(xy,20,205) = (20 + 25 + 23 ) (2 + 2, + 23) X

X (X + 26+ X ) (X + 26+ X5) = (X + )X +25,). (39)

The method of figurative transformations of minimizing
CNF of Boolean functions allows obtaining the result of
minimization (39) without additional «building up» a given
function (37):

Minimized CNF of the function F(x;,x,,25):

F (o, 209,203) = (00 + 23) (201 + 203). (40)

In the first matrix, the operation of gluing of vari-
ables (highlighted in red) is applied, in the second matrix,
the semi-gluing of variables is carried out. The results of
minimization (39) and (40) coincide. In contrast to the
algebraic method, figurative transformations have wider
possibilities for simplifying the minimization of a CNF
of Boolean functions.

Example 6. Minimize the CNF of the Boolean func-
tion F(xy,%5,25,%4) by the Nelson method, given by the
following truth table:

F(x1,x2,x3,x4):l'[(4, 6, 7,9, 11).

Note: the values in IT are maxterms for rows when the
function F(x;,%,,%5,%;) returns «0» on output (Table 1).

Tahle 1
Function truth table Flxy,xz,x3,x4)
No. X X X3 Xy F
4 0 1 0 0 0
B 0 1 1 0 0
7 0 1 1 1 0
9 1 0 0 1 0
11 1 0 1 1 0

Based on the truth table (Table 1), according to the
Nelson method, let’s perform the inversion of variables
in the blocks of the Table 1, which thus gives the CNF
a given Boolean function. Let’s minimize the function
F(xy,25,%5,x,) obtained by the CNF in two ways.

Option 1. Minimizing the CNF of the Boolean func-
tion F(xy,x,,%5,24,) given by Table 1, by algebraic method:

FQ,09,%3,204) = (20 + 205 + 205 + ) (2 + 205 + 205 +24) X

X2y + 2y + 2+ 20 ) (X + X + 205+ 2, ) (2 + 205+ Xy +4,); (41)

(X + X9+ 23 +2,) (X + X+ X3 +24) =
=X+ XX+ X X+ XX+ X Xy + Xy +

+ Xy X3+ XX+ X1 X3+ XopX3 + X3X, +

+ XX+ XX+ XX+ Xy =Xy + Xy + Xy (42)
(X + 2+ 23 +2,) (X + Xy + X3 +24) =

=X XX+ X Xy + Xy Xy + XX+ X, +

+ Xy Xy + X X4 + X X5 + X0X5 + X3 X, +

+ X X F XX+ Xy Xy + X =X+ Xy + Xy (43)

Considering the results (42) and (43), let’s rewrite

the function (41):

a

011
0 1] [0 1
Fena)=[0 0 1]=[0 |0 ‘ F(x1,3,05,2,) =
000 = (a0 + X9 +200) (2 + 209+ 23+ x0,) (X + X0 +24). (44)
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Function (44) allows two options for continuing to
minimize it.

In the first option, let’s continue to use the Nelson method,
for which will open the brackets of the expression (44):

(X + 2+ ) (X + X+ X3+ x4)=
=X XX+ X X+ X X+ X X+ Xy +
+ Xy X5+ Xy Xp+ XX+ XXy + X5k, =

=X+ Xy + X3Xy;

(x1+;2+;3x4)(;1+x2 +;4):

=X Xy + X Xy + X Xog+ X9 Xy + X X3X4 + Xy X3X,.

All possible conversions, reducing the specified func-
tion, are exhausted. Thus, the obtained reduced DNF of
a given function F(x;,x,,25,%;) by the algebraic method:

F(xy,209,25,%4) =

=X Xy + XX+ X Xg+ X9 Xy + X X3Xy + Xy X3X,.

(45)

In the second option, to minimize the function (44),
let’s apply the figurative transformations:

X X x| |x x X4
F(x,20,%5,00) =X Xy X3 X4 |=|X; Xy X3
X1 Xy Xy X1 Xy Xy

Minimized CNF of the function F(a;,xy,25,%,):

F(xy,29,25,%4) =

= (4 2 2020+ + 20 ) (X1 + 2+ 2). (46)

In the first matrix, the operation of semi-gluing of
variables is performed. Compared to (44), function (46)
is simple. Expand the brackets in expression (46):

(X + 2y + )+ x5 +x3) =
=X XX+ X X+ X Xy + Xy + Xy Xy +

+ XXy + XXy + X3X 4 = X1+ Xy + X3Xy,

(261 + 26+ 2500, ) (X + 26 +2,) =

=X Xy + X X+ X X+ Xy X+ X X3Xy + X9 X3X,.

The resulting reduced DNF of the function F(x;,x5,%5,x,)
in Table 1:

F(x1,x2yx37x4):

=X Xy F XX+ X Xy + Xy X+ X X3X4 +XoX3X,.

(47)

The results of simplification (45) and (47) coincide.

Option 2. Minimizing the CNF of the Boolean func-
tion F(xy,%,,%5,24) given by Table 1, by figurative trans-
formations:

411011
611001 |10 1
F(xy,25,%3,2,)=|7 {1 0 0 0[=|1 0 0
91011001 0

1110 1 0 0

All possible conversions, reducing the specified function,
are exhausted. The resulting reduced CNF of the function
F(xy,205,25,24) by figurative transformations:

F(xy, 209, 205,24) =

= (@4 2 200+ + 2 ) (X1 + 0+ 2). (48)
According to the Nelson method, open the brackets
in expression (48) and represent it in the DNF:

(36 + 26+ 2, ) (2 + 205 + X ) = Xy + X Xy + X, Xy +

FX Xy + Xy + Xy X3+ XX, + XXy +X3X = X1+ Xy + XXy,

(260 + 205 + 20300, ) (2 + 25 +20,) =

= XX+ XX, Xy Xy + Xy Xy + Xy Xy + Xy Xy Xy,

Further reductions are no longer possible. The obtained
simplified DNF of the function F(x;,x,,245,%,) given in
Table 1:

F(xy, 209, 205,%4) =

=X Xy F XX+ X Xy + Xy X+ X X3Xs + X9 X3XK,.

(49)

The results of simplification (45) and (49) are the same,
but the process of simplifying the CNF of the function in
the second version (figurative transformations) is simple.

Note also that the CNF of the function F(x,x,,%5,%,) (48),
compared with the DNF of the function F(x,x,,x5,%4) (49),
contains a smaller number of logical operations and inver-
sions. Thus, with the same functionality of expressions (49)
and (48), the latter is a simple structure (Fig. 1, a).

F DNF

Fig. 1. The implementation of the minimum:
a — conjunctive normal form; b — disjunctive normal form of the Boolean
function F(x1,X,x3,x4) on typical 2-inputs of logic elements

Looking at Fig. 1 it is easy to see that the implementa-
tion of the structure of the minimal CNF of the function by
logical 2-inputs is simple compared to the implementation
of the minimum structure of a DNF of 2 inputs by logical
elements, both in complexity and in depth of the circuit.

Table 2 shows the functionality of minimized CNF and
DNF of the functions given in Table 1.

48
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Tahle 2
Function truth table

For (g, x5, %5, %) = (% + X5 4 %), + X5 + x3)(x; + %o+ Xx4),

Fone (X1, X5, X5, X,) = XyXo + X1 X4 + Xy X5 + Xy Xy + Xy X3 Xq+ X5 X3 X4

No. X X; X3 X, Fenr Fonp
0 0 0 0 0 1 1

1 0 0 0 1 1 1

2 0 0 1 0 1 1

3 0 0 1 1 1 1

5 0 1 0 1 1 1

8 1 0 0 0 1 1
10 1 0 1 0 1 1
12 1 1 0 0 1 1
13 1 1 0 1 1 1
14 1 1 1 0 1 1
15 1 1 1 1 1 1
No. X X X; X, Fear Fone
4 0 1 0 0 0 0

B 0 1 1 0 0 0

7 0 1 1 1 0 0

9 1 0 0 1 0 0
11 1 0 1 1 0 0

Given the Table 2 it is possible to see that the minimal
CNF and DNF of the functions have the same functiona-
lity, but the CNF of the minimal function has a simple
structure (Fig. 1, a).

Example 7. Minimize the CNF of the function given
by the PCNF:

F(xy,20,25,24,%5) =

= (2 + Xy + a3+ 24 + 25) (x4 +x2+x;;+x4+;5)x
X (x1+x2+;3+x4+x5)(x1 +x2+;3+;4+x5)x
X (& +;2+;3+x4+x5)(x1 +;2+;3+;4+x5)x
X (;1+x2+x3+x4 +x5)(;1+x2+x3+x4 +xi)><

X (20 + 20y 205 + 24 + X5 ) (20 + 26+ 205 + 24 + X5).

This function returns zero in such sets: (0,0,0,0,0),
(0,0,0,0,1), (0,0,1,0,0), (0,0,1,1,0), (0,1,1,0,0), (0,1, 1, 1,0),
(1,0,0,0,0), (1,0,0,0,1), (1,1,1,0,0), (1,0,1,1,1).

Minimize the CNF of a given function F(a,x5,25,X;,%5)
by figurative transformations:

11111

11110

11011

11001 111 111
F=10011=1 0 1=1 0 1

10001 |00011 0011

01111, 101000 |01000O0

01110

00011

01000

Minimized CNF of the function F(x;,x,,%5,24,%5):

F(xy, 200,205,204, %5) = (205 + 203 + 204 ) (% + X3 + X5 ) X

X (205 + Xy + X4 + X5 ) (A + 20y + X5 + X4 + X5).

The operation of super-gluing of variables in the first
matrix is carried out for the blocks that are highlighted
in red and blue. In the second matrix, the semi-gluing
operation is performed on the variables.

B6.1. The use of figurative transformations to establish
the characteristics of the minimum logical function. Estab-
lishing the signs of the minimum logical function is reduced
to the minimization of a function from sets of truth tables,
Jfor which the function returns «1» at the output and for
sets of truth tables for which the function returns «0» at the
output. With error-free calculations of the minimal function
in two cases, the result of minimization will be the same.
For this comparison, it is necessary to take into account
the fact that a given logical function can have several
minimal functions. In this regard, in some cases, the results
of minimizing the logical function in DNF and CNF may
differ, for example, in one variable, however, both minimized
Sfunctions will be minimal.

Example 8. Minimize the logical function F(x;,%,,x3,%4,X5)
by figurative transformations. Function is given by the
following truth table:

F=%(1,2,3,4,5,7,9,11,12,13, 14,15,16,17, 18,20,
22,26,28,30,31).

Note: the value in X is the minterms for rows when the
function F(x,%,,%5,%,,45) returns «1» on output.

Let’s carry out the minimization procedure for a Boolean
function F(xy,%,,x3,%4,,45) until all the transformations that
minimize this function have been exhausted:

1100001
2100010 00001
3100011
00010
4100100
00011
500101
00101
7100111
00111
9101001
01001
1110 1 0 1 1 01011
1210 1 100
01101
13{0 1101 01110
Foyp=[1410 1 1 1 0= =
01111
15(0 1111
10000
161 0 0 0 0
10001
17(1 0 0 0 1
10010
181 0 0 10 10110
2001 0100 11010
2210110 11110
26111010 11111
28111100 100
30(1 1110
3111111
0 1
0 1
000t oo
111
=1 000 =11 000
1 10
1111 ! Lo
100 100
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The operation of super-gluing of variables in the first
matrix is carried out for blocks 4, 12, 20, 28, which are
highlighted in red. The minimization of blocks in the se-
cond matrix, highlighted in blue and green, is carried out
according to the protocols of minimizing 5-bit Boolean
functions [3].

Attempts to further apply the operations of algebraic
transformations do not give an improved result. So, the ob-
tained minimum form of the logical function takes the form:

Fpne = X1X5 + Xy Xy X3, + XoX5X, +

+ XXy X3 Xy + XX X5+X3X4 X5.

(50)

To minimize the function from the truth table sets, in
which the function returns «0» on the output, the Nel-
son method is used. This implies the minimization of the
function in the CNF with the corresponding inversions
of the variables in the blocks and with the subsequent
transformation of the result of the minimization in the
DNF of the function. Truth table sets for which a function
F(x,,29,25,%4,45) returns «0» on output are determined
by the following truth table:

F(xlvvaxfivx/uxS):
=11(0, 6, 8, 10, 19, 21, 23, 24, 25, 27, 29). (GIY)

Let’s perform an inversion of variables in blocks of
the truth table (51), after which minimize the CNF of
the function by figurative transformations:

011111
611001
810111 [11111] [t 111y
1010101 (11001 (1100 1]y,
19(01 100 0111 0111y,
For=[2110 10 10|=[10101]=|101 1]y, (52)
23101000/ [0 100[ |0 100]|ys
24100111 (010 0] [010 0|y
251001100 (00 10| |00 10|y
2710010 0
29100010

The blocks of the first matrix 19, 21, 23, 25, 27, 29
(highlighted in blue) are minimized according to the mini-
mization protocol of 5-bit Boolean functions [3]:

01100
101
01000 [0 100

=010 ol (53)
00110

00 10
00100
00010

According to the Nelson method, the result of minimi-
zation (the last matrix) of (52) is written to the minimal
function of the CNF:

Fenr = y1y2y5y.YsYsy,

after which open brackets and turn it into a DNF of the
minimal Boolean function.

For further algebraic calculations in Example 8, let’s
make the following change of variables:

- x, replace on 1,;

— X, replace on 0,,
where n — the index that determines the width of the symbol-
variable «1» or «0» in the minterm of the logic function.

The advantage of this replacement is that the sym-
bol variable «0» does not require an additional inversion
symbol, which simplifies further calculations.

After the above change of variables and by the Nelson
method, let’s multiply the variables in the CNF blocks
of the minimized Boolean function (52):

Yo =L+ +1L+1)1+1,+0;+0,+15) =

=1 +11,+1,05 + 1,0, + 115 + 115 + 1,1, + 150, +

+ 1,1+ 1,1, + 1,1, + 0,1, + 1,15 + 1,1 + 1,15+

+ 0515 +0,15+15 =1, + 1,15 + 150, + 1,1, + 051, +15. (54)
Multiplying the variables of the first row yq, the re-

sulting matrix (52), and its second row y, is carried out
according to the rules of the algebra of logic:

11-11=1y, 11-10—=141y, 11:03—1103,

and so on, where the lower numeric indices determine
the character depth of the character-variable «1» or «0»
in the minterm of the logic function.

The main task of minimizing a function in DNF and
CNF is the search for terms suitable for one or another
algebraic operation, mainly for gluing variables with subse-
quent absorption. However, with an increase in the number
of variables of algebraic expressions, such a search can be
quite complicated. When simplifying logical formulas, it
is not always obvious which of the laws of the algebra
of logic must be applied at a particular stage.

In turn, the figurative transformations of the combinato-
rial method, due to their intrinsic clarity, allow to solve this
problem to a certain extent. In some cases, the apparatus
of figurative transformations is the only means to continue
the optimal simplification of a logical expression.

Since the obtained logical expression (54) has received
that difficulty, when it is not obvious which of the laws of
the algebra of logic should be used, let’s apply the visual
apparatus of the figurative transformations of the combi-
natorial method:

1

—_ =
—_

Y=

—_

[ )
Il

S = =

_ O

1

Obviously, the application of generalized gluing of vari-
ables (one of the options for applying generalized gluing
of variables is highlighted in red). As a result, let’s obtain
a simplified logical expression:

Yo =1+ 1,15 +150, + 051, +15. (55)

Y30 =0+ 13+ 1, +15)(1 +0, +15+15)=1,0, + 0, +

+ 0,154+ 0,15 + 115 + 0,15 + 15 + 1515+ 1,1, + 0,1, +
+ 131, + 105+ 115+ 0015 + 1515+ 15 =0, + 15 + 11, + 15

;50
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Ys6=(0;+13+0,+05)(0; +1,+05+05) =
=0;+0,1,+0,05+0,05 + 0,15 + 1,15 + 1505 +

+ 0,0, +1,0,+ 0504 +0,05+ 0,05 + 1,05+ 0505 + 05 =

=0, +1,15+1,0, + 050, +0s. (56)

Expression (56) applies figurative transformations of

the combinatorial method:

00

After applying the generalized gluing of variables (high-

lighted in red), let’s obtain a simplified logical expression:

Yss =0y + 1,15+ 050, +0s. (57)

Y1234 = Y12 Y4 = (L + 115 +150, + 051, +15) x

X (0 +13+11,+15)=1,0, + 115 + 1,1, + 115+

+ 1,15 + 11,151, + 151515 + 0,150, + 150, + 150,15 +

+ 050514 + 1,051 + 031,15 + 0,15 + 1315 + 11,15+ 15 =

=1,0, + 1,15 + 1,1, + 1,15 + 1504 + 0,051, + 15. (58)

To expression (58) let’s apply the figurative transfor-

mations of the combinatorial method:

10
10
11
1 1
1 {
. 11
1,234 — -
Y 10
Lo 001
001
1
1

After applying the generalized gluing of variables (high-

lighted in red), let’s obtain the following simplified logical
expression:

Yioz4 =105 + 1,1, + 1,13 + 130, + 0,051, +15. (59)

Yse7=Ys6 Y7 =(0; + 1,13 +050, +05)(0; +0, + 1, +05) =
=0;+0,0,+01, 40,05+ 01,15 + 1,151, +

+ 1,1505 + 0,050, + 0,050, + 050,05+ 0,05 +

+ 0,05 +1,05+05 =0, + 1,151, + 0,050, + 0s.

Y234567 = Y1234 Ysez = Fonr = (102 + 141, + 1,15+

+ 1504+ 0,031, +15)(0; + 1,151, + 0,050, +05) =

+1,0,0504 +1,0,05 + 11,151, +1,1,05 + 0, 1,15 +

+ 1,151, +1,1505 + 0,150, + 150,05 + 0,0,051, +

+ 0,031,05 + 0,15 + 1,151,415 + 0,050,115 =

+1,0,050, +1,0,05 +1,1,05 + 0, 1,15 +

+ 1,151 +1,1505 + 0,150, + 150,05 +

+ 0,0,051; +0,051,05 + 0,15 + 0,050, 15. (60)

To expression (60), let’s apply the figurative transfor-

mations of the combinatorial method:

1000
10 0] |1 000
1 10| |10 0
011 1 10
111 011
11 0 111
FDN”_O to || 11 of
100[ [0 10
0001 100
0010/ (0001
0 1] |0 1
0001

In the first matrix, the generalized gluing of variables
is applied twice. For the didactic convenience of figurative
transformations, the matrix is rewritten to a new line, since
the current simplification procedure uses a common block:

000

1
1000
10 0
10 0
1 10
1 10
011
L 011
Fonr = =l 111
11 0
11 0
0 10
100
R
0001 0 .
0 1

The same operation is performed again, since the cur-
rent simplification procedure uses a common block:

000

1
Lo ol (1000
10 0
1 Lol | Lo
011 »
e R T
11 0
100
L0016 604
0001 0 .
0 1
1000
18000 10 0l 11000
| Lol 1 1ol 10 0
it 111 1 10
Fowe=| 1 olf tttof=[ 1t
Lo o 1100 100
0001 100/ 0001
0 | j0001 0 1
0 1
1000 18080 1000
10 Ol {9 o [tO 00
1 to| | Lol 1 10
e T P o I O O
100 Lo o 100
0001 0001
0 | o001 0 .
0 1
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1000 1000
10 00
1 10
1 10 {11
Fove=l 111 |= 100l
Loo 0001
0001 0 {
0 1

Attempts to further apply the operations of figura-
tive transformation do not give an improvement in the
result. So, after the implementation of the minimization
of CNF (52) by the Nelson method using the figurative
transformations, the following minimal DNF of the func-
tions are obtained:

Fong = X0X5 + X Xy X3X,4 + XX 5, +

+ XXy X3 X5+ X X5X5+ X35, Xs. (61)

Functions (50) and (61) coincide, which, according to the
sign of the minimal function, indicates that the minimization
procedure yields the minimal Boolean function. Since the
DNF of the minimal function (50) is simple compared to the
CNF of the minimal function (52), the Boolean function (50)
should be considered optimal for use in digital technology.

From the above examples, it follows that with an increase
in the bit width of the Boolean function, the relative ef-
ficiency of the use of figurative transformations to minimize
CNF of the functions increases, thanks to the unification
of the original procedures and the establishment of features
of the minimum logical function.

6.2. The use of figurative transformations to minimize
Boolean functions on the complete truth tahle. The minimiza-
tion of a DNF or CNF of Boolean functions is performed
on the corresponding sets of truth table variables. However,
the results of minimizing the Boolean functions in examples
6 and 8 show that in order to obtain the optimal from the
point of view of practical implementation of the above method
in digital technology, it is advisable to minimize the two
forms — DNF and CNF using the full truth table of this
function. The complete truth table contains sets of variables
in which the function returns «1» or «0» at the output. The
minimal function should be chosen according to the results
of minimization of two normal forms — DNF and CNE

Example 9. Minimize the logical function F(x;,x5,25,%4)
on the complete truth table by figurative transformations
in two normal forms — DNF and CNF, which is given in
canonical form [16]:

F(xy,%9,%x3,2,) = 2(0,1,6,8,11,14,15). (62)

The minimal function is chosen according to the results
of minimization of two normal forms — DNF and CNFE

Minimization of the DNF of a given function is il-
lustrated by figurative transformations:

Minimized DNF of the function F(x;,x5,x5,%,):

Fonp =X Xy X5+ Xy Xy X4 + XoXg X4 + X X5,

(63)

The results of the minimizing the DNF of the function
F(x,2,5,23,2,) using parallel splitting of conjuncterms [16]
and the method of figurative transformations are presented
in Table 3

Tahle 3

The result of minimizing the function F(xy,x0,X3,x4)

By the method of parallel splitting
of conjuncterms

By the method of figura-
tive transformations

ooao
ooao
110
1 11

{(oo0 ~),(~ 000),(~ 110), (1~ 11)}

From Table 3 it can be seen that the results of minimizing
the two compared methods are the same. The minimization
exponent coincides ky/k =4/12, where k, — the number
of simple implicants, &, — the number of input variables.
However, the computational complexity of Boolean function
minimization by figurative transformations is less.

Minimizing the CNF of a given function:

200010 [1101
300011 [1100
4lot1oo (1011
510101 [1010 118(1) 118(1)
For=1710111|=/100 0|= 01 = W
91001 ortol | Vb,
101010 {0101
1201100/ {0011
131101 {0010

Minimized CNF of the function F(x;,xs,x5,%,):

Foyp = (0 + 25+ 20) (20 + 25 + 20 ) X

X (20 + 25 + 2, ) (265 + 5. (64)

The minimal CNF of the function F(x,x5,25,x5) (64)
contains a smaller number of literals, compared with the
minimal DNF of the function F(x,x,,25,%,) (63). Con-
sequently, with the same functionality of expressions (63)
and (64) (Table 4), the latter corresponds to a simpler
structure (Fig. 2, a).

From Fig. 2 it is possible to see that the implementa-
tion of the combinational methods of the minimal CNF
of the Boolean function (Fig. 2, a) is simple, because it
contains a 2-input logical element OR, which are absent
in the method that implements the minimal DNF of the
Boolean function (Fig. 2, b).

Table 4 shows the functionality of minimized CNF
and DNF of the functions given the canonical form (62).

Given the Table 4, it is possible to see that the minimal
CNF and DNF of the functions have the same functionality,
but the CNF of the minimal function has one less literal.

According to the results of minimization of two normal
forms — DNF and CNF of a given function, let’s choose
the minimal function in CNF (64).

00000
tjooot 0001 [000O0
60110
000 000
For=| 811 0 0 0= = .
110 110
1111 0 1 1 1 1l {1
14{1 110
1511111
;52
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Xy {
X, L
I
1
a
xl
X, &
Xy ]
&
Xy T Fpnr
&
&

b

Fig. 2. The implementation of the minimum:
a — conjunctive normal form; b — disjunctive normal form of the Boolean
function F(x;, X2, X3,x4) by combinational method

Table 4
Function truth table

For (x4, X5, X5, %4) = (o + X5 + x4 )0 + X5+ X, )Xo+ X3 + %X,) (%, + X3),

For Xy, X5, X5, X,) = X1 X5 X5 + Xp Xz X4 + XpX5 X4 + X X3X,

No. X e X3 Xy Frnr Fone
0 0 0 0 0 1 1

1 0 0 0 1 1 1

B 0 1 1 0 1 1

8 1 0 0 0 1 1
11 1 0 1 1 1 1
14 1 1 1 0 1 1
15 1 1 1 1 1 1
No X X X3 Xy Frnr Fone
2 0 0 1 0 0 0

3 0 0 1 1 0

4 0 1 0 0 0 0

5 0 1 0 1 0 0

7 0 1 1 1 0 0

9 1 0 0 1 0 0
10 1 0 1 0 0 0
12 1 1 0 0 0 0
13 1 1 0 1 0 0

Example 10. Minimize the logical function F(x,x,23,%,)
by figurative transformations on the complete truth table
in two normal forms — DNF and CNF, which is given
by the following truth table:

F(xy,x9,25,2,)=2(1,3,6,7,8,10,14,15).

The minimal function is chosen according to the results
of minimization of two normal forms — DNF and CNF.

Below is the minimization of the DNF of a given func-
tion by the method of figurative transformations:

110001

310011

610110

710111 00 !
Foyr = sli000 = 11 (65)

10 0

1011 010

1411110

151 111
Minimized DNF of the function F(x,x5,%45,%,):
FDNF=;1;2X4+X2X3+X1;2 X (66)
Minimized CNF of the function:

00000 1111

210010 1101

410100 1011

11 1

510101 1010

For=lgli 001701107 1
01 0

1111 0 1 1 0100

121110 0 [0O0 1 1

13|11 1 01 0010
Minimized CNF of the function F(x;,xs,25,%,):
Fexr = (20 + % +x4)(;2+x3)(;1+x2 +374) (67)

Let’s transform the minimal CNF (67) into DNF:

(X + 209+ 20,) (X9 + X3) = Xy X9 4+ X1 X5 + X X3+ XXy + X304

10
1 1 10
11 |=| 11
1 0 1

(x1;2+x2x3 +;2x4)(;1+x2 +;4)=

= XXy X4+ X X0Xg + XpXg + XoXg Xy + Xy KXoy

10 0
011 10 0

11 |=| 11 (68)
110/ (00 1

00 1

The results of calculations (65) and (68) coincide,
which corresponds to the procedure for obtaining the
minimization of a function on the complete truth table. It
can be seen that in the minimal CNF of the function (67)
compared with the minimal DNF of the function (66),
for the input variable is one less inversion. Therefore, the
implementation of the CNF function of the combinational
circuit will give one less connection (Fig. 3).
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Fig. 3. The implementation of the minimum:
a — disjunctive normal form; b — conjunctive normal form of the Boolean
function F(x;,%2, X3, X4) by combinatorial methods

From Fig. 3 it follows that the structure of the com-
binational scheme, which implements the minimal CNF of
the function (Fig. 3, b), contains less wired connections,
as compared with the implementation of the minimal DNF
(Fig. 3, a). This allows to technologically simplify the
manufacture of the scheme. Therefore, ceteris paribus, it is
advisable to choose CNF as the minimal function in terms
of the technological implementation of the scheme (67).

Example 11. Minimize the logical function F(x;,x5,25,%;)
by figurative transformations on the complete table in two
normal forms —DNF and CNE, which is given by the fol-
lowing truth table [17]:

F(x1,25,25,20)=(0, 0, 1,1, 4,0, 1, 1, 1,1, 1,1, 0, 0, 0, 1).

The minimal function is chosen according to the results
of minimization of two normal forms — DNF and CNFE.
To minimize the DNF of a given function, let’s compile
a truth table of a 4-bit Boolean function from blocks at which
the function returns the value «1», that is, for sets: 2, 3,
4, 6,7, 8,9, 10, 11, 15. And let’s perform minimization:

210010

310011

410100

6/01 10| [001 01 01
pr-=70111=01 0j_jo1t o0_jo1 0
) 811 000| |10 10 10

911001 111 111 11

101010

1110 11

15(1 111

For blocks 8—11 (highlighted in red) of the first matrix
a super-gluing protocol for variables used, since there is
a combinatorial system 2 (2, 4)-design [2]. Simple gluing
of variables is highlighted in colors. Incomplete gluing of
variables is carried out in the last two matrices.

As aresult, let’s obtain the minimal DNF of the function:

Fong = X109 + X X9 X4 + Xo X5 + X3 K. (69)

Table 5 presents the results of minimization of a function
F(xy,x,,x3,2x,) using parallel splitting of conjuncterms [17]
and the method of figurative transformations.

Tahle 5§

The result of minimizing the function Flxy,xo,x3,x4)

By the method of parallel splitting
of conjuncterms

By the method of figurative
transformations

For = X1 X5 + XX X4 + X1X35 + X5X4

For = XXy + X1 X0 X4 + XpXs + X5X4

Given the Table 5 it is easy to see that both functions
have the same parameters and are verified, although dif-
fer in the composition of variables in the third implicant.
Example 11 demonstrates the lower computational com-
plexity of minimizing the DNF of a Boolean function by
the combinatorial method.

Minimizing the CNF of a given function:

00000 1111
0001 1110
510101 1010 b
FCNF:121100:0011: 01 0]
00 1
131110 1] (0010
141111 0] [0 00 1

Minimized CNF of the function F(x,x9,%3,%0,):

Fonp = (00 + X9 4+ 203) (20 4 205 + 20, ) (20 + X9 + 204). (70)

The minimum CNF of the function F(x,x,,%5,2) (70)
compared to the minimum DNF of the function F(xy,x,,%3,%4)
(69) has the same number of literals, but fewer terms, which
gives a technological simplification of the scheme develop-
ment. In this connection, all other things being equal, it is
advisable to choose CNF as the minimum function (70).

7. SWOT analysis of research results

Strengths. The strength of the combinatorial method of
Boolean functions minimization can be attributed to the
reduction in the complexity of the algorithm for minimizing
the CNF of Boolean functions. This distinguishes the com-
binatorial method in comparison with analogues by the
following factors:

— increase in the productivity of mental labor (intellectual

component) while minimizing the CNF of the Boolean

functions, contributes to the improvement of the algorithm
for minimizing the CNF of logical functions, expanding
the control functions of the combinatorial method and

a deeper understanding of logical transformations;

— decrease in the amount of computation in the case

of using the signs of the minimum function and a de-

crease in the computation volume in the case of Boolean
functions minimization on the full truth table;

— lower cost of development and implementation by

reducing the need for the use of hardware-software

automation tools.

Weaknesses. The weak side of the combinatorial method
for manual minimization of CNF of Boolean functions is
associated with the small practice of applying the method
of minimizing CNF of Boolean functions. Negative internal
factors inherent in the process of minimization of CNF of
Boolean functions by the combinatorial method consist in
increasing the time for obtaining the minimum function
with an insufficient library of protocols for minimizing
CNF of Boolean functions.
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Opportunities. The opportunities of further research
of the combinatorial method may be the development of
a protocol for computing minimal functions for symmetric
Boolean functions.

Additional possibilities for the practical implementation
of the combinatorial method of minimizing the CNF of
Boolean functions consist in establishing new criteria for
combinatorial optimization of Boolean functions, deter-
mined by the sign of the minimal function and Boolean
functions minimization on the full truth table.

Threats. The process of CNF minimization of the Boolean
functions by the combinatorial method is independent of
the minimization processes by other methods, therefore
there is no threat of negative impact on the object of
study of external factors.

An analogue of the combinatorial method of minimizing
CNF of Boolean functions is the algebraic method [18].
The algebraic method for minimizing CNF of Boolean func-
tions is best in that for it the already predetermined laws
of simplification, the discovered properties and algorithms
for Boolean functions minimization are created. However,
the algebraic method is a verbal procedure for operational
transformations, which has a lesser effect on the quality
of minimization compared with the figurative transforma-
tions of the combinatorial method.

1. It is established that the minimization of a CNF
of the Boolean functions by the combinatorial method
is based on a flowchart with a repetition. This is the
truth table of this function. This allows to focus on the
minimization principle within the protocol for calculating
a logical function (within the truth table of a function)
and, thus, dispense with auxiliary objects, such as the
Karnaugh map, Veitch diagrams, acyclic graph, cubic rep-
resentation, etc.

2. Tt is revealed that the tabular organization of the
mathematical apparatus of the block diagram with repetition
allows to obtain more information about the orthogonality,
adjacency, uniqueness of the blocks of the combinatorial
system, and, consequently, the blocks of the truth table
of this function. Equivalent figurative transformations, by
their properties, have a large information capacity, capable
of replacing verbal procedures of algebraic transformations,
in particular, using the library of protocols for minimizing
CNF of Boolean functions.

3. It is revealed that figurative transformations simplify
the procedure for establishing the signs of a minimum
logical function (examples 8—10), which guarantees an
optimal reduction in the number of variables of a logic
function without losing its functionality.

4. Ttisrevealed that to achieve the best result of Boolean
functions minimization can be obtained in the DNF and in
the CNF of the minimal function (examples 6, 8—11). It
follows that the minimization of a given function should be
carried out in two normal forms — DNF and CNF, using
the full truth table, and the minimal function should be
chosen according to the results of minimization of two
normal forms — DNF and CNFE
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