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DEVELOPMENT OF DATA COMPRESSING
CODING METHODS ON BASIS OF
BINARY BINOMIAL NUMBERS

O6’ckmom docuidocenis € Memoou CIUCKAI0U020 KOOYBANHSL, KL 3ACMOCOBYIOMBbCS Ol eKOHOMHO20 NPe0cmas-
JleHHsl 0anux 6 iHpopmavitinux cucmemax. Memoou cmucKky Moicymv SUKOPUCTNOBYBAMUCS HA PISHUX emanax
06pobKuU danux, npu nepedaui nogidomaenns i ix sbepizanii. OOHUMU 13 CAMUX NPOOIEMHUX MICUb 3ACMOCYBANI
Memodie CMUCKY € 6UCOKL BUMO2U 00 0OUUCTIOBANLHUX PECYPCIE, 3HAUNT ANAPATMHO -NPOZPAMIE BUMPAMIU NPU IXHITI
peanizauii it Heeucoxa weudxicms kooyeamnis,/dexodysanis. [pu ybomy 0cobaueull inmepec BUKIUKAIOMb Mmoo,
HAO Pe3YIbMAMaAMU CIUCKY SKUX MONCIUGT 06UUCII08ANbIE Onepayii 63 ixnbo20 360pomH020 GIOHOGLEHISL.

Y pamrax nioxody, xonu 6 ocnosi 6yov-s1020 KOOY MONICHA GUAGUMU CIPYKMYPHY CUCTNEMY YUCIEHHSL, PO3-
pobieni mamemamuuni Mool CMUCKY HA OCHOBT 06ILIKOGUX GIHOMIANLHUX YUcen. Y cmpykmypi nocaidosnocmetl
BUBHAUAIOMbCS GIONOGIONT iM OTHOMIAILHT YUCIA HA OCHOBT cucmem KoOodopmyiouux obmexcenn. Ak pesyavmam,
KONCHIT KOMOTHAYTT cCMasumvcs y 6i0nogionicmy Ginomianvie wucio, axe s6ise coboio il cmuciutl 0opas.

Y x00i docridacenns cihopmynvosani meopemu npo 63acMHo 00HO3HAUNY 6I0N0BIONICIb BUXIOHUX NOCII006HO-
cmeti i 06ilIK0BUX OIHOMIANLHUX UUCE]L, AKI 0eMOHCMPYIOMb cnocobu pearizayii 6i006paxceiv Ha 0CHOBI NPOCNUX
anarimuunux cnissionowens. Hasedeni npuxiadu niomeepoicyoms npocmomy nepemeopes npu CImuckaouoMmy
Kodyeanui il dexodyeanii.

Ompumani modeni npouecie cmucky i 6i0HOGLeHHS, AKI XAPAKMEPUIYIOMbCL HEBEAUKON KILLKICIMIO NPOCMUX
onepauiil. Ax nacaidox, posensnymi Memoou XapaKxmepusyomvcs 6UCOKOI0 WEUOKICIMIO NPU CNPULHAMAUBUX KOe-
pivienmax cmucky. IIpu yvomy 06csaz anapammo-npozpamnux sUmpam npu nPAKmMuUNii Peari3ayii € HeeauKuM.
Jodamxosum nosumusHum eexmom € me, w0 CMUcii 00pasu Maomy eLaAcMU0CE YUCEL.

Pesynvmamu docniovceriis 0eMoncmpyomy eQexmuenicmy 3acmocy6aniis CMUCKY Ha 0CHOBT 06IIKOBUX OiHo-
MIAIGHUX UUCEL 8 THHOPMAUTIHUX CUCTNEMAX 3 MeMOI0 30LIbIUeNIs 1X NPOOYKMUCHOCI 1l 3MEHILENHIS 6APMOCTI
06pobku danux. IIpu yvomy 6 nopieHANHL 3 AHALOZIMHUMU GLOOMUMU MEMOOAMU COCMEPI2AI0MbCa MIHIMALLHI
sumpamu na ixue 6nposadicenis npu 00CszHei 6UCOKOL WBUOKOCTI Nepemeopen i eapHomy Cmyneno CmucKy
0siiiKosux danux 6yob-1K020 6uUdY.

Kmouogi cnosa: 06i1ix06i 6iroMmianvii wuca, GiHOMIAILHI CUCTEMU YUCLCHI, CTRUCHEHHS. 06ILIK06OT THpopmauii.
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1. Introduction

The use of compressive data coding aims, first of all,
to increase the productivity of information systems, among
which computerized control systems, data archiving systems,
distributed databases, etc. can be attributed. Compressing
information allows one to achieve performance in two
ways [1, 2]

1) reducing the time spent on the transmission of in-
formation by communication channels;

2) increasing in memory capacity to store information
that is used in the system.

Improving the performance of the system, according to
the first direction, is that over the same period of time,
the amount of information that is transmitted over the
communication channel increases. Thus, the channel ca-
pacity increases, but, conditionally speaking, «virtually»
without changing its real characteristics. Thus, the in-
formation system is able to process more data for the
same period of time.

According to the second direction, an increase in the
performance of an information system is possible due to:

— increasing the amount of compressed data in the

memory of the same capacity;

— reducing the amount of memory for storing com-

pressed data with the same amount of information.

Thus, information compression is a low-cost, in econo-
mic terms, way to increase the performance of data pro-
cessing in various information systems. In this regard,
the development and study of methods and compression
algorithms is an urgent task, which has not only scientific
but also technical and economic value.

2. The ohject of research
and its technological audit

The object of research is lossless data compression
methods designed to eliminate informational redundancy
of messages and minimize their length, i. e., reduce the
bitness of their representation.

Compression coding methods are characterized [1-3]:

— type of compressible data;

— models of the processes of compression and reco-

very based on analytical ratios or statistical depen-

dencies;

— algorithms (device diagrams) for data compression

and recovery.

The use of data compression in information systems
allows to:

1) reduce the cost of their creation by reducing the
cost of memory devices and the possibility of using low-
cost low-speed communication channels;
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2) increase their productivity by increasing the speed
of information transfer through the existing channels and
increasing the amount of stored data in the existing memory
without significant costs for their modernization.

In this case, of particular interest are the methods,
on the results of the compression of which it is possible
to carry out computational operations without reverse
restoration to the original sequences.

One of the most problematic places for the introduc-
tion of compression is the high demands on the compu-
ting resources of the system, the significant costs of its
implementation, and the low coding/decoding speed. To
improve the above characteristics of data compression in
information systems, compression methods based on binary
binomial numbers are proposed for consideration.

3. The aim and ohjectives of research

The aim of research is time minimization of compres-
sion and recovery of binary sequences with a limit on the
amount of hardware and software costs in the practical
implementation of compression methods based on binary
binomial numbers.

The objectives of the research are formulated as follows:

1. Construction of a mathematical model of the method
of compressing binary n-bit equilibrium combinations with
a fixed number 0<k<n of units based on binary (n,k)-bi-
nomial numbers.

2. Construction of a mathematical model of a genera-
lized method of compressing binary n-bit sequences with a
variable number 0 < k< n of units based on binary (n,k)-bi-
nomial numbers.

4. Research of existing solutions
of the prohlem

A huge role, as before, in information systems is played
by compression methods without loss of information, which
is explained by the fact that [3, 4]:

1) lossless compression coding is a more universal so-
lution due to the fact that it, as a rule, does not focus
on a specific, narrowly specialized type of information,
but can work at once with a multitude of data types;

2) asignificant number of lossless compression methods
deal with the binary representation of information, which
further emphasizes the universal nature of such methods;

3) for many information systems, the use of lossless
compression is uncontested due to the uncertainty of the
value criterion of the data used or the lack of a psycho-
physiological factor of information perception. Such systems,
for example, include automation systems for scientific experi-
ments, automatic control systems, and distributed databases.

Perspective methods are lossless compression algorithms
and algorithms based on structural numbers [5, 6], which
are generated by structural number systems. The basic
idea of compressing information transformation on the
basis of structural number systems is that in the struc-
ture of any code sequence it is possible to identify the
corresponding structural number. Thus, by assigning their
structural numbers to the initial code sequences, one can
significantly reduce information redundancy.

A special place among the structural number systems
is occupied by binary binomial systems with parameters n
and k, which generate binary (n,k)-binomial numbers [6, 7].

The numerical binary (#,k)-binomial function, which de-
fines the decimal quantitative equivalent F; =decX; of the
binary binomial number Xj, has the form [6, 7]:

Fi=decX; = inC,},‘i{”,

i=1

where X; =xyx5..2,..20,, r<n, X;eX, j=12..Ck q;—the
sum of single digits x; from the first digit to (i—1)-th
inclusive:

i—1
q; = ZXL, q; <k
t=1

The generated (n,k)-binomial numbers X; must satisfy
the following code-forming constraints [6, 8]:

{l =n-~k, {q =k,
and
x, =0, x, =1,
where ¢ and / — the numbers of units and zeros in the
binary binomial number Xj.

In [9, 10], methods of coding information sources using
a combinatorial number system are given, but the structural
numbers are not used in coding, but the direct transition
from a compressible sequence to a binary number is carried
out. Such a transition is characterized by computational
complexity. Although in [9] an attempt is made to con-
sider binomial codes, but without a systematic approach
in the absence of code-forming restrictions.

In papers [11, 12] methods of compressive coding
based on numbering functions are considered, but, on
the one hand, these methods have significant computa-
tional complexity, and, on the other hand, numbers are
not considered as such when considering these methods.
In addition, compressible sequences are characterized by
complex combinatorial constraints, which limit the use
of the proposed methods.

In [13], a compression model based on binary binomial
numbers is presented, but only for one type of binary
sequences — equilibrium combinations, which are of very
limited distribution.

The theoretical and practical basis of this work is the
fact that the basis of any compressible binary sequences
can reveal the corresponding structural numbers genera-
ted by the structural number systems [6]. Such an ap-
proach to the development of compression coding methods
is characterized by the universality of problem solving,
as well as obtaining compressed images with numerical
characteristics. This allows, if necessary, to carry out their
computational processing without restoring them.

In this work, binary equilibrium combinations are con-
sidered as compressible sequences that can be obtained
from any binary sequence by simply counting the number
of binary units contained in it.

5. Methods of research

The implementation of the binomial representation
¢':Y — X in the framework of constructing a mathemati-
cal model of the enumeration for the initial binary n-bit
sequences of the form Y;eY[nk] is a compression:

f,,:Y[n,k]—>X[n,k], @)
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of equilibrium combinations ¥; based on binary (n,k)-bi-
nomial numbers X; € X[n,k] [14]. In turn, the implemen-
tation of a binomial representation ¢@:X —Y within the
framework of the construction of a mathematical model
of generation for YjeY[n,k] means the restoration of:

St X [nk] =Y ([nk], (2)
original equilibrium combinations Y; based on binary (7,k)-bi-
nomial numbers.

The following Theorem 1, which present without proof,
gives the properties of the representation f; and the method
for its practical implementation. Let’s agree on the de-
catenation operation to be denoted by the symbol «/».

Theorem 1. Any binary sequence Y; = y,y...4;..4,, ¥; €
eY[n,k], j=1,C* composed of n digits y;, the sum of the
values of which is equal %, can be assigned a single binary
(n,k)-binomial number X; = xx,..x,..0,, X; € X[n k], r<n,
using a function ijfb(Y,) of the form:

YilYs-ei-n10/00...0,

(3
YooY /111

X =x1X5..0..%, =[

Thus, the representation f,,:Y[n,k]—)X[n,k], which
is defined by Theorem 1, will be called the compression
method based on binary (n,k)-binomial numbers or bino-
mial compression.

The simulation of the f;, compression process of binary
equilibrium combinations Y; = yys...;...y, based on binary
(n,k)-binomial numbers Xj, using Theorem 1 and function (3),
consists of the following stages.

Stage 1. The value of the last digit y, is determined
in an n-bit equilibrium combination Y; = yy»...y;...y, having
the k& units.

Stage 2. If y,=0, then:

X;=Y,/00..0 =y>...y;...4,10/00...0 = 2, %5..0;...2, 41,

that is, from the combination Y;=yy,...4;..4,40 all zero
digits are discarded, starting with y,=0, until the first
binary unit appears y, =1, which will represent the value
of the last digit x, =y, =1 of the desired (n,k)-binomial
number X =x,x...x;...x,41. Otherwise:

X, =Y, /1. A=yys..yiys /11 A= 20200 200..%,4 0,

that is, all single digits are discarded from the combina-
tion Y; =yy,...;..y,41, starting with y, =1, until the first
binary zero appears y, =0, which will represent the value
of the last digit of the sought (k) -binomial number.
In both cases, the values of the remaining digits remain
unchanged: x,=y;, =Yy .., X =Yy

Theorem 2, which present without proof, gives the
properties of the representation f;' and the method of
its practical implementation. Let’s now introduce into
consideration the operation of concatenation, which we
denote as «++». This action x,=y, =0 is inverse to the
concatenation operation.

Theorem 2. To every binary (n,k)-binomial number
X =x1Xy..0...%,, X_,-eX[n,k], r<mn, one can associate
a single binary equilibrium combination Y; = yys...4:... .,
Y,eY|nk], j=1,Ct, composed of n digits y;, the sum of
whose values k is equal, using a function Y}:f,,*(X_,-)
of the form:

XXy XX, 0+ +11..1,

(4)

Y=y Yie-n = [x1x2...x,~...x,._11++OO...0.

Modeling the process of recovering f;! binary equilibri-
um combinations Y; = y,,...y;...y, based on binary (n,k)-bi-
nomial numbers Xj, using Theorem 2 and function (4),
consists of the following stages.

Stage 1. the value of the last digit x, is determined in
the binary (k) -binomial »-bit number X, = xx,..x;...x,,
X]-eX[n,k], r<n.

Stage 2. If x,=0, then:

V=X, ++11. . 1=x2..2;.0,,0++11..1=
= f/ﬂ/z---!/;-u!/;HL

that is, single digits 11..1: ¥,y =y,p=..=y, =1 are added
to the binary binomial number X; =xx,..x;..x,,0: so that
the total number of digits of the desired binary equilibrium
combination Y; is n, Y, € Y[n,k]. Otherwise:

Y; =X;+400..0 = xx5...x;..x,,1++00..0 =
=YiYs-Yi--Yni0,

i. e. zero bits 00..0: vy, =y,»=..=y,=0 are added to
the binary binomial number X;=uxx,..x;..4,,1: so that
the total number of bits of the desired binary equilib-
rium combination Y; is n, Y; eY[n,k]. In both cases, the
values of the remaining digits remain unchanged x, =y,
X9 =Yoy vy Y =x,=1.

The representation f,:Y[n,k]— X[n,k] is bijective, be-
cause the correspondences X;=/,(¥;) and Y, = /(X))
are functional (Theorems 1 and 2), that is, each element
Y, eY[nk| has a single image X, eX[nk], and each ele-
ment X;eX[nk] has a unique prototype Y, eY[nk].

The representation of the form f, and f;' operate
with binary n-bit equilibrium combinations Y; e Y[n,k], i.e.
the number of % units is a constant value. It should be
noted that, based on the properties of binary (7,k)-bino-
mial numbers [2], k., =1 and A, =n—1. More general is
the case when %k can take any values from the specified
range 0<k<n, and the compressible array A is a set:

A:L"JY[n,k] and A;eA={01}", j=12",

k=0

of binary n-bit sequences A;, for which there is no limita-
tion of the form by the number of % units.

Taking into account the fact that binary (n,%) -binomial
numbers Xj are prefix only for a & constant value [6], then
for one-to-one recovery A;e A={0,1}" from the X; num-
bers one should additionally use the value of the & units
expressed in binary Bink.

When compressing A; it is necessary to use a function f,
that associates the initial sequence A; with a sample (k,Yj),
where Y; = A,. Further, if the obtained value k satisfies
the inequality O<k<n, then to compress the equilib-
rium combination Y; corresponding to Aj, f; coding based
on binary binomial numbers is used. At the same time,
a compressed form Bink is added to the compressed com-
binations for unambiguous recovery, i. e., additional co-
ding f, is performed. If the value % satisfies the system
of equalities (k=0)v(k=n), then the resulting coded result
combination will consist only of Bink, that is, the only
coding method f, is used.

14

TECHNOLOGY AUDIT AND PRODUCTION RESERVES — Ne 2/2(46), 2019



I55N 2226-3780

INFORMATION AND CONTROL SYSTEMS:
INFORMATION TECHNOLOGIES )

Thus, let’s consider the representation of the form:
S A Z,

which is set by the corresponding function:

Z;= fyg (AJ')’

where 4, =a,a,...a;...a,, A;e A={0,1}", Z; = (Bink,X,) or Z; =

=Bink, Z;eZ, j=12". The following Theorem 3, which

present without proof, gives the properties of the repre-

sentation fp, and the method of its realization.
Theorem 3. Any binary sequence A;=aa,..q;..qa,, A; €

cA :{0,1}”, j=12" can be put in a one-to-one correspon-

dence binary combination Z;€Z of the following form:
1) if, then:

Z;=Bink++X;, (5)

where k:iai and X]-:f,,(Yj), X;eX|nk], Y, eY|nk];

i=1

2) otherwise, if (k=0)v(k=n), then:
Z,=Bink. (6)

The representation f,, : A— Z is also bijective, since each
element A; has a single image, and each element of Z; -
a unique prototype for all A;eA and Z;eZ.

The methods of practical realization of the representa-
tions f,, and f3' indicated in Theorem 3 in (5) and (6)
may be different. The chosen approaches to building f,,
and f' coding methods and the models of processes
formed for them ultimately influence the speed and vo-
lume of hardware and software costs in their practical
implementation.

Representation of f,:A—Z is called a generalized
method of compression based on binary (n,k)-binomial
numbers (or generalized binomial compression), which
is given by the following complex function of the form:

P Jeo fur (k=0)v(k=n),
"N oo fyofo, 0<k<n,

where Z — the set of resulting sequences Z;:

)

Z=2,07,
Z,=Qx@={Z; / Z;=Bink,(k=0)v(k=n)},
=QxX([nk]={2,/Z;=(BinkX,),0<k<n-1},

={Bink/0<k<n}, Y,eY[nk], Y,=/.(4);

/v — a function Z; = f,(A;) that associates the source se-
quence Y; =4, w1th a blnary record Bink of the number
of units k, Where, (k=0)v(k=n) and which defines the
display of the form:

fo:Y[nk]>Z,
or a function Z; = f,(X;) that associates with the binary
(n,k)-binary number the resulting sequence Z; =Bink+ X,
if 0<k<n, and which defines a representation of the form:

Jo: X[nk]—> Zy;

f. — function Y, =1, (Aj) that associates the initial se-
quence A; with an ordered sample of the form (k,Yj), where
Y;=A,, and defining the representation of the form:

Joi A= M,

M ={(k,

In turn, the inverse representation f':Z— A, which
is given by the inverse of a complex function:

f_1= fzﬂof,»ﬂ, (16‘20)\/(]@:71)7
bg fu_"1o‘fb_10][k_1y0<k<n,

is a recovery based on the available values % of the origi-
nal binary sequences A;. In the case 0<k<n Aj recovery
is made on the basis of Bink and binary and (n,k)-bi-
nomial numbers X, eX[nk|, and in the case of k=0
or k=n on the basis of Bink by generating n zeros or
units, respectively. This kind of recovery will be called
generalized binomial.

The methods for implementing complex functions (7),
(8) on the subdomain of the definition ke{1,2,..,n—1} for
compression fj, are similar as for functions (3), (4) of
compression f, over the entire range of values %, i. e,
over the entire range O<k<n The methods for imple-
menting complex functions (7), (8) on a subdomain of the
definition ke{0,n} are determined by a simple operation
of calculating % units in compression f,, and forming
the initial zero or unit sequence A; in recovery [

Theorems 1 and 2, which substantlatc the methods
of implementing the correspondence formulated by Theo-
rem 3, as well as Theorem 3 itself, follow the models of
the processes of generalized binomial compression f,, and
recovery f' of binary sequences.

The process of compressing of f,, binary sequences
A =ajay..q,..a, A e A={0,1}", j=1,2" is simulated on the ba-
sis of Theorems 1 and 3, function (3) and consists of
the following stages.

Stage 1. Determine the number s of digits for the binary
representation Bink of the number of & units, 0<k<n
of the initial n-bit sequence A; =aa;..q;..a,:

Y,))/0<k<nY,eY[nkl]}.

(®)

s= [logz (n+1)].

Stage 2. Calculate the number % of binary units in
the original n-bit sequence A;=aa...a;...a,:

n
e=3a,
i=1

thereby realizing the function and determining the class
of equilibrium combinations to which.

Stage 3. The conversion of the number of % units
to its binary form Bink is done, consisting of s digits.

Stage 4. 1f the number % satisfies the system of equali-
ties (k=0)v(k=n), that is ke{0,n}, then the result will
be a combination of the form Z,=Bink, Z;eZ, Other-
wise, the existing value n and the calculated value % are
the parameters of the binary (n,k) -binomial number sys-
tem and the transition to the next stages is carried out
to implement the coding fk(fb (Y]-))sz.
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Stage 5. Determined in an n-bit equilibrium combina-
tion Y, =yys...y;...y, having the number of k£ units, the
value of the last digit y,.

Stage 6. If y,=0, then:

X;=Y,;/00..0=y1ys...4;..4,10/00..0 = 2, x5...20;...20, 1,

that is, all zero digits are discarded from the combina-
tion Y, =y ys...y;..y,0, starting with y,=0, until the
first binary unit y, =1 appears, which will represent the
value of the last digit x, =y, =1 of the (n,k)-binomial
number. Otherwise:

X, =Y, /1L A=yys..yi.y /11 1= 20p200..2,...00, 40,

that is, all single digits are discarded from the combi-
nation Y, =yys...y;..y,41, starting with y,=1, until the
first binary zero appears y, =0, which will represent the
value of the last digit x, =y, =0 of the (nk)-binomial
number X;=xx,..4;..x,,0. In both cases, the values of
the remaining digits remain unchanged x, =y, x,=ys,, ...,
Xt = Yra-

Stage 7. The concatenation of binary values Bink and
(n,k)-binomial number Xj, that is, the coding of the form
fk(Xj)sz for the case O0<k<n or ke{l2..,n-1}:

Z;=Bink++X;,

thereby obtaining the resultant combination Z;eZ,.
The simulation of the process of recovery of f;' sequen-
ces Aj=aiay...a;...a,, A; eA={0,1}n, j=1,2", from combina-
tions of images Z;, Z;€Z,uZ,, is carried out on the
basis of Theorems 2, 3 and function (4). In the model
that implements /., as the main stages, the stages from
the recovery model f;' with the known Bink are used,
and stages are introduced that form sequences only from
zeros or only from units when =0 or k=n, respectively.

6. Research resulis

The results of the representation f, :Y[n,k] - X [n,k] and,
therefore, f;':X[nk]|—>Y[nk] with n=8 and k=2 for
some combinations are given in Table 1.

The length of the f;! resulting combination is reduced
from 16 binary digits to 11, i. e, 1.45 times.

Tahle 1
Correspondence between Y[B,Z] and X[B,Z]
for some equilibrium combinations

Ji Equilibrium code Y[B,Z] Set X [B,Z]
oo o o 0o o o1 1(0 0 O0CO0CTO0TO
g|oc o o 1t 1 0 0 OC(0O 0 0O 1 1
140 0 1 1 0 0 O O(O0 O 1 1
150 1 0 0 O O O 1(0 1 0 0 O O O
18/0 1 0 0 1 0 O O(O0O 1 0 0O 1
19/0 1 0 1 0 0O O OO 1 O 1
2000 1 10 O 0O O O[O0 1 1
22|17 0 0O O O O 1 0O|1 0O O O O O 1
271 1.0 0O 0O 0 0 01 1

Recovery of an equilibrium combination Y; eY[20,16],
having a binary binomial number X;eX[20,16] — X, =
=010010, is made according to (4) as follows:

Y;=010010++111111111111=010010111111111111.

The results of the representations for ﬁg :A—Z and
S Z— A for n=24 where A]-eAz{OA}2 , 1<7<2% are
given in Table 2. If 0<% <23, then a complex coding function
frofyofu is used, otherwise, i. e. with (k=0)v(k=24) -
a complex coding function f,o f,. The ratio of the lengths
of the binary representation A; and Z; for Table 2 ranges
from 0.86 to 4.8, and their average value for the entire
table under consideration is approximately 2.15. The aver-
age time T of the generalized binomial compression f,, for
the information array Table 2 is now defined as the sum
of the time ¢; required to count the number of % units,
and the average time t, of compression of the array. Ta-
king for the simplest, but the most costly way of coun-
ting units ¢, =n=24, let’s obtain T=t,+t,=24+6.6=30.6
machine tact.

Shaded cells in the Table 1 means the Tahle 2
dropped bits of the equilibrium combina- The correspondence between some binary A; and Z; at n=24
tions Y; according to (3) or the added ] -
digits to the binary binomial numbers X; Binary combinatian

181ts _O € ary i 0 za UMmMbeErs A; Binary sequence 4; ‘ Form £,y
according to (4), 1< j<CZ. The average Bin X; or empty line
compression ratio of the equilibrium com- 000000000000000000000000 | 00000 T
binations that make up the data array in - kO
Table 1 has a value of 1.94. The average | 000000000000000000001001 | 00010 | 00000000000000000000100 | £ o f o f,
compression time f, is defined as the
average time of the number of machine | 000000001000011000000000 | 00011 000000001000011 fiokof,
cycles required to search for and discard | go11p0001110011100100000 | 01001 0011000011100111001 fiofyof,
binary digits, and is 3.2 machine cycles.

As an example, let’s compress f, of | 011100010000000000000000 | 00100 01110001 fiofyof,
the original equilibrium combination Y;€ | g11111011001010000101100 | 01100 | 0111110110010100001011 | £ o £, o £,
eY[16,4] -Y¥;,=1000100001100000. In ac-

Cordance Wlth (3), we Obtain a Compressed 10000000000000000000000O 00001 1 [k ° fb o fw
image Y; in the form X; e X[16,4]: 111000010001110111111111 | 10000 111000010001110 fotyof,

X, =1000100001100000/00000 = 111111111111111111111110 | 10111 | 1111111111111 | feo £y o £,

111111111111111111111111 | 11000 - fiof,
=10001000011. -
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Analysis of the results of binomial compression of equi-
librium combinations based on binary binomial numbers
demonstrates a high coding and decoding speed with
a fairly good compression ratio.

The time of binomial compression or recovery will
be limited by the value t<n—k of if k<[n/2], or t<k
if k>[n/2].

An analysis of the results of generalized binomial com-
pression of binary sequences, which can have variable unit
values, also shows a relatively high processing speed with
a fairly good compression ratio.

But by the time ¢3=¢ of actual compression, the
time ¢; of calculating the number of units is added here,
which can be made significantly smaller than the va-
lue n [15].

It should be noted that when n-—e the compression
ratio for methods that use binary binomial numbers, will
asymptotically tend to the value of the reciprocal of the
entropy of the original source of information [9].

For both compression methods, the required amount of
hardware and software costs during practical implementa-
tion is low, since compression uses simple operations of
viewing bits of compressible combinations, checking their
values and counting the number of binary units.

7. SWOT analysis of research resulis

Strengths. The strengths of binary binomial based com-
pression methods are as follows.

1. The use of binary binomial numbers for compres-
sion allows to increase the performance of information
systems. This is due to the reduction of the transmission
time of compressed information and the reduction of the
required amount of memory for its storage. At the same
time, data compression ratios in the information system
are quite high.

2. Compression methods based on binary binomial
numbers have high speed with a low level of hardware
and software costs. This allows the methods in question
to work in real time, and the amount of the cost of their
implementation is minimal.

3. The compression methods studied have a universal
application and are aimed at processing common binary
sequences, for which only the number of units containing
them needs to be calculated.

4. Compressed images obtained by compressing coding
have the properties of numbers, which gives an additional
positive effect when using the considered compression
methods. It is possible to perform various arithmetic
operations, comparison and ordering operations on them
without restoring the original data, which is a very useful
quality, for example, for distributed databases.

Weaknesses. The weaknesses of compression methods
based on binary binomial numbers are as follows.

1. In the case of a variable value of the number of
units in binary sequences, it is necessary to use the ser-
vice word for each compressed combination in order to
further unambiguously restore it, which somewhat reduces
the degree of binomial compression.

2. The compression degree will also decrease and may
be less than one with an approximately equal number
of binary zeros and units, as well as with their uni-
form arrangement in the discharge grid of compressible
sequences.

Opportunities. The opportunities and prospects for fur-
ther research on compression based on binary binomial
numbers are as follows.

1. Detection and use of boundary values of the num-
ber of units, at which compression based on binary bi-
nomial numbers is appropriate, will significantly reduce
the coding time and improve the degree of binomial
compression.

2. Systems of code-forming constraints for binary bi-
nomial numbers provide the ability to control the occur-
rence of errors during compression of binary sequences, as
well as during their transmission over a communication
channel and storage in memory. This allows improving
the noise immunity of information systems.

A good prospect of using compression based on binary
binomial numbers in various information systems in or-
der to increase their productivity, improve their technical
and economic characteristics and reduce the cost of data
processing is determined by the following characteristics
of the developed models:

— speed;

— universality in relation to data types;
low cost of implementation;

— numerical characteristics of compressed images.

Threats. A negative factor in the implementation of
compression methods based on binary binomial numbers
is the predominant use of binary data in the system, in
which the probabilities of the appearance of zeros and
units are approximately equal. This significantly reduces
the effectiveness of the methods in question and may limit
the increase in the performance of the information system.

1. A mathematical model is constructed for the me-
thod of compressing equilibrium combinations on the basis
of binary binomial numbers. The basis of the obtained
mathematical model consists of Theorems 1, 2 and the
developed models of the processes of binomial compres-
sion and recovery for sequences with a constant number
of units.

2. A mathematical model of the generalized binomial
compression method of binary sequences with a variable
number of units has been constructed. The basis of the
obtained mathematical model consists of Theorem 3 and the
developed model of the generalized binomial compression
process (the model of the generalized binomial recovery
process is based on the recovery model for equilibrium
combinations).

The developed models of the processes of compression
and recovery based on binary binomial numbers are charac-
terized by a small number of simple operations, which
ensures high speed of coding and decoding, as well as
a low amount of hardware and software costs.
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