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SEARCH FOR IMPACT FACTOR
CHARACTERISTICS IN CONSTRUCTION
OF LINEAR REGRESSION MODELS

O6’ckmom docaidncenns € 3adaua nobdyoosu IHIUHOT pezpeciiinol mModeni, AKa BUHUKAE 6 NPOUeC GUpiueHHs.
npobIeMU NPOZHOYBANHS 3HAYCHD 3ANeNCHOT 3MIHHOT 610 cyKynmnocmi Hesanexcnux paxmopnux osnax. Ila sadaua
YACMO BUHUKAE 6 NPOUECT AHANI3Y NOKASHUKIE exonomiunoi disavrocmi nionpuemcms. IIpouec nobydosu piensiims
peepecii, sike adexeamuo 6i000PANCAE 3ANCHCHICTND MINHC PAKMOPHUMU O3HAKAMU MA OOCTIONCYSAHUMU PEIYTLINYIOUUMU
osnaxamu, € bazamoemanioo i mpyoomicmroio npouedypoio. Bajciusum npu ybomy € eman 6ubOpy HAGNIUGOSI-
wux gaxmopnux osnax. Bio egpexmusnocmi nposedenns maxozo emany ma npasuibHOCMi GUGOPY CUCTEMU 03HAK
3anercumy adexeammicms peepecitinoi modeni ma epexmuenicms anarisy disavnocmi nionpuemcems. B nayxosux
Odrcepenax nponoHyemvcs Psid Memooie ma arzopummic 0is GUOGOPY HAUENAUBOSIUUX (PAKMOPHUX 03HAK. []esKi 3 Hux
6asy10MmvCs Ha KOPEAAYITIHO -Pe2pecitinomy ananisi, npome € pao eepucmuunux memodie. B dociioicennsx nokasano,
W0 BUKOPUCTIANHSL PI3HUX MemO0i6 81000pY HAUBNAUBOBIUUX (PAKMOPHUX 03HAK OJISt PO36 A3AHHS KOHKPEeMHUX 3a0ad,
8 3a2a1bHOMY BUNAOKY NPU3EO0UMD 00 OMPUMAIS PI3HUX pesyavmamie. [Ipu ubomy ocobugicmio 6iivuocmi memodie
€ IxX 00UUCII0BANBIA CKAAOHICTb A6 HeCTITIKICMD U000 YMo6 3acmocysaris. OCHOGHUM Kpumepiem ehexmusnocmi
anzopummis 6ub0PY GaKmopHux 03Hax € adexeammicms nodydoeanoi pezpeciinoi mooeli.

B docridacenni nposedeno ananiz npouecy nodyoo6u MHONCUNHUX JIHIUHUL pezpecitinux moderetl. Busnaueno
0CHOGHI 11020 emanu ma nasedeno 6a3o6i NOHAMMS i POIPAXYHKOBT POpMYIU. ABMOPAMU NPONOHYEMBCL ANZOPUMM
BUOOPY HATUBNAUBOBTUUX PAKMOPHUX 03HAK NPU NOOYI06i Ninitinux peepeciinux mooenei. Ocobausicmio 3anpono-
106a11020 NI0X00Y € Mme, WO il 6A3YEMBCSL HA BAACMUBOCTIAX YACTRUHNUX KOeDiienmis Kopeasyii. 3acmocyeaniis
PO3P00IEH020 ANZOPUMMY 00360SAE IMEHULYBAMU OOUUCTIOBANBIY CKIAOHICIb NPOUecy 6UOOPY PAKMOPHUX 03HAK
6 NOPIGHANHT 3 GLOOMUMU ALZOPUMMAMU.

Buxonana excnepumenmanvua sepugixauis po3pobienozo aizopummy 0is 3adaui nobyoosu 3aneicHocmel
MIDIC PI3HUMU NOKASHUKAMU OISIBHOCTE 080X NIONPUEMCNE Y 6U2AA0L MHOJICUHNOT NiNilinol pezpecii. B pesynvmami
nposedenux oouuciens 3 cucmemu 17 paxmopnux 03nax 0is Koxcrnozo 00CAi0NY8an0zo Nokaswuka oyuio eioiopano
00ny abo 06i enaueosi osnaxu. [Ho6ydosani npu uboMy PIEHAHHS MHONCUNHOT HIHIUHOT pezpecii Manu docmosipHicmo,
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1. Introduction

One of the most pressing problems of the functioning
and development of enterprises is to identify ways to im-
prove the efficiency of their activities. Promising research
in this direction is the identification and analysis of fac-
tors affecting the resulting indicators of enterprises, from
which the efficiency of the enterprise is determined.

Most of the resulting economic indicators of the en-
terprise are formed under the influence of many factors.
The identification of the main of these factors and the
establishment of relations between them allows to determine
the main efforts necessary for their effective use and, as
a result, to ensure the efficient operation of the enterprise.

This is also true for economic problems that can be
described using the correlation model, which determines
the correlation (regression) relationship between factor
attributes and resulting indicators.

An important stage in the construction of the correlation
model is the stage of selecting influential factor attributes
among the set of measured indicators. The adequacy of
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the constructed regression model depends on the quality
of making such a choice. In the general case, the process
of determining the degree of influence of a sign on the
resulting indicator is laborious and requires large com-
putational costs. In this regard, the development of new
effective algorithms for finding the most influential factor
attributes is an urgent and practically important task.

2. The ohject of research
and its technological audit

The object of research is the task of constructing a linear
regression model that arises in the process of solving the
problem of predicting the values of a dependent variable
on a set of independent factor characteristics.

A feature of the problem of predicting the economic
indicators of enterprises is that in the process of ana-
lyzing their activities, it is necessary to decide on the
advisability of including many factors in the model. The
solution to this problem encourages the use of the appa-
ratus of correlation analysis. To apply the known methods
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and algorithms for solving problems of determining the
influence degree of a sign on the indicator under study,
it is necessary to use the mathematical apparatus for de-
termining the distribution laws of some model parameters.
Such an approach leads to a significant increase in the
computational complexity of the methods and algorithms
for determining the influence of a sign with an increase
in the number of factor factors studied. This indicates
the possibility of potential problems with the duration
of the search for a solution to the problem in a study of
the economic performance of real enterprises.

This implies the need to develop new effective algorithms
for determining the most influential factor characteristics
for the resulting indicator, the use of which in practice
will avoid the problems described above. Important in this
case is the achievement of the adequacy of the constructed
models and the prediction of the possibility of identifying
a case in which not a single set of the considered features
can provide the necessary level of adequacy.

3. The aim and ohjectives of research

The aim of research is investigation of the problem of
constructing the multiple linear regression equation and
to propose new approaches to finding the most influential
factor attributes for constructing linear regression models.
To achieve this aim, the following objectives are set:

1. To study the relationship between the resulting and
factor attributes in the process of constructing linear re-
gression models.

2. To develop an effective algorithm for the selection
of factor attributes, the use of which can provide a high
level of adequacy of the constructed regression models.

3. To perform experimental verification of the developed
algorithm.

4. Research of existing solutions
of the prohlem

The tasks of quantifying the interdependencies between
economic indicators are investigated in many scientific
sources. So, for example, [1, 2] are devoted to the study
of the effectiveness of the use of correlation and regres-
sion analysis in the process of solving problems associated
with establishing relationships between factor attributes
of different types. In this case, the construction of the
multiple linear regression equation [3] is gaining wide
application; therefore, a large number of scientific papers
are devoted to this issue. So, in [4, 5] the mathematical
apparatus used in the process of constructing linear regres-
sion models is given. Here are the basic concepts, defini-
tions and statements that are key in the correlation and
regression analysis. In [6], the procedure for constructing
a model of correlation analysis for studying multifactorial
processes and phenomena is described. When construct-
ing equations of multiple linear regression to assess the
degree of connection between factors, this study proposes
to use higher-order partial correlation coefficients, which
makes the proposed approach difficult to apply. In [7],
a genetic algorithm for the selection of factor attributes
for constructing regression models is proposed. However,
as shown in the study, such an approach in the general
case allows one to achieve or even improve the results
of the work of classical algorithms for selecting factor

attributes. Studies have been devoted to the development
of heuristic approaches to reducing the set of factor at-
tributes [8, 9]. A feature of the proposed approaches is
that when they are used, it becomes necessary to work
with large-dimensional matrices; in the case of their poor
conditioning, the calculation process is very complicated.
Research [10] devoted to the use of the apparatus of the
theory of choice and the theory of fuzzy sets when choosing
the most influential features. Such an approach leads to
the fact that the expert’s opinion, on the basis of which
the construction of fuzzy sets occurs, is the main when
calculating the influence level of an attribute on the re-
sulting indicator. Thus, with the involvement of various
experts to solve the same problem, with high probability,
different results will be obtained.

A study of scientific sources indicates that in the analysis
of the results of economic activity of enterprises, correlation-
regression analysis is widely used in terms of construct-
ing equations of multiple linear regression. An important
problem in this case is the choice of the most influential
factor attributes that will be included in the model. Algo-
rithms are known or have great computational complexity,
or depend on the conditions of their application. Thus, the
issue of developing new approaches to solving this problem
remains promising.

5. Methods of research

The construction of econometric models using the ma-
thematical apparatus of correlation analysis consists of the
following steps:

1. Choice of an independent variable (factor argument).

2. Processing of statistical information.

3. Establishment of the degree of dependence between
the resulting variables (attributes) and factor variables
(indicators).

4. Determination of fuel-factoring features for the re-
sulting indicator.

5. Construction of the regression equation for the most
influential factor attributes and checking it for adequacy.

6. Analysis of the correlation model.

The selection of factor attributes (influential factors)
is made on the basis of a logical analysis: from a set of
technical, technological, organizational and socio-economic
conditions for the functioning of enterprises.

When constructing linear regression models, as a rule,
the following requirements apply to factor attributes:

— actor variables should have a quantitative measure-

ment (gross profit, net profit, material costs, deprecia-

tion, etc.);

— factor attributes should be linearly independent;

— their values are determined according to the cur-

rent and operational reporting data (quarterly, annual

reports, dispatch documents, etc.).

After determining the dependent variables (resulting
indicators) and factor attributes (independent variables)
from their statistical data are built:

— corresponding variational (interval variational) series;

— numerical characteristics of the variation series are

calculated;

— removal of certain values of the resulting and factor

attributes that are <significantly» different from the

bulk of the observations;

— sample is checked for representativeness.
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6. Research resulis

6.1. Analysis of dependencies hetween resulting and
factor attributes. Mathematical models of many economic
problems contain a whole group of factor attributes. If
the number of factor attributes is equal to unity, then
such models belong to the class of paired, and otherwise
multidimensional correlation models. In the study of odd
correlation models, the mathematical apparatus of multi-
variate correlation analysis is used.

Let’s suppose that there is a multidimensional set of
features, among which one resulting y and m factor fea-
tures xq,X9,...,X,,.

Let’s suppose there is a sample of volume n, that is,
there are n points:

(yiyxli’x%)---,xmi)y i: 1,2,...,7’[,

in m+1-dimensional vector space.

Between each pair of features, it is possible to set
a sample pair correlation coefficient. For example, 7, — the
sample pair coefficient between the resulting indicator y
and the factor variable x; (j 6{1,2,...,m}), 7., — the sample
coefficient between the factor attributes x; and x;.

The relationship between the attributes can be set using
the correlation matrix:

Qm+1 = Q(y,x1,...,x,,,),

the elements of which are selective paired correlation co-
efficients:

b

il

1 yxy e YXm
_ r-l'1.l/ 1
an+1 -

Foy T I |

mY X X1

sl

2
=

(1)

In order to find the influence of only one factor cha-
racteristic «x; on the effective indicator y, it is necessary
to fix the values of the attributes xy,...,x;4,%}.4,...,%,, and
get a sample of volume n for different values of the at-
tribute x;. It is clear that in this case the variation y is
explained by the variable x;. The correlation coefficient
obtained on the basis of this sample is called the partial
correlation coefficient and denoted as 7, ,, . y.,)- Partial
correlation coefficients can be found using the correlation
matrix Q,,,, according to the following formula [5]:

; _ —Aju
Lo N} A -A ’

j+1j+

(2)

where A, — algebraic complement to the element a,, of the
correlation matrix located at the intersection of the s-th
row and g-th column of the correlation matrix Q,,.;.

To assess the significance of the partial correlation
coefficients 7, 1 .11 (7=12..,m), the following pa-

rameter values ¢; are found:

2
Y {2 e }\{xj}

[ATR
— )
1-7

where ¢; — random variables distributed according to Stu-
dent’s law with a degree of freedom k=n-m—1, and are
compared with a critical value ¢, at a significance level o

If ‘.tj‘ > 1,4, then the partial coefficient 7, 1, . ) is sig-
nificant.

The multiple correlation between the resulting indica-
tor y and factor attributes x,%,,..,%, can be determined

through the multiple correlation coefficient R, ,, ., .. [4, 5],
which is found by the following formula:
Qi
Ry.x|,.r2,...,.x’,,,_ 1- A11 ) (3)

where |Q,.| — determinant of the correlation matrix Q,,.;.
After the detection of influential factor characteristics,
the equation of multiple linear regression is constructed:

g(X1,X2,...,Xm): my (xi’xb-"vxm):

=ay+a X, + ...+ A X,,

(4)

where my(x1,x2,...,xm) — conditional expectation.
Let y; = 7, +u; (i=12,..,n), then the coefficient of deter-
mination [5] is defined as follows:

where 7, — sample expectation y.
The adequacy of the linear regression model (4) is
checked by the parameter:

P R* n-m-1
T1-R2 m

The calculated value of the parameter F is compared
with the critical value F, (m,n—m-1) [5] and, according
to the Fisher test, the linear regression model under study
will be adequate if F>F, (mn-m-1).

6.2. Algorithm for determining the most influential
factor attributes in constructing a multiple linear regres-
sion model. To solve the problem of choosing the most
influential factor attributes, the following algorithm is
proposed.

Step 1. With respect to factor characteristics (indepen-
dent variables) xy,%,,..,x,, based on the empirical table
(sample), let’s find sample correlation coefficients:

cov(y,x;)

Yxi = =

3,5, (i=12..9),

where y — resulting feature (dependent variable); cov(y,x;) —

sample covariance of the studied indicators y and x;; 6, 6., —

sample standard deviations of the studied indicators.
With the help of t-Student statisticians, let’s define

a subset of factor attributes {xﬁ,x X, }c{x1,x2,...,xﬂ

for which:

Gareee

7

¢ ;xj,\ Nn—2

where n — the number of observations; ¢,.,, — the critical
value of the parameter ¢; at a significance level o with
a degree of freedom n-2.

()

> tn72,(x )
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The fulfillment of inequality (5) indicates the signifi-
cance of the sample pair correlation coefficient 7, .

Step 2. Based on the sample data for the factor features
X;,Xj,,-.x;, and the resulting indicator y, let’s construct

a correlation matrix oy (y,xh,‘..,xj,z):

1 T}/I it Yk
_ rﬂ‘ny 1 Xjt ¥
Quut (9%, ) =
Towy Topny o1

and find the partial selective correlation coefficients:

_A1s+1

P =
YXjg .{JL e jp }\{x is } \/7
e / / A11 : As+1s+1

(s=1,2,.. k).

Using t-Student statistics, let’s define a subset { z;, z,,...,z,, } =
{x;, 25,5} for which:

iqz, xjtr Nz} Y n—k-1

N

L N > ltetar (6)

where ¢, 4, — critical value of the parameter ¢,, 1. . 1(.)
at the level of significance and degree of freedom n—k—1.
Step 3. Find the multiple coefficient of determination:

R2 _1_‘Qm+1(y7217~--72m)‘

Y2t Zm A“ )

where [Q,..1(¥, 2,...,2, )] — matrix determinant Q,,.(¥,z,..., 2, )-

If the coefficient value R?, . shows that the varia-
tion y is sufficiently explained by the variations of fac-
tor attributes z,...,z,, then go to step 4. Otherwise, it is
possible to conclude that there are factor variables that
significantly affect the resulting attribute y and are not
taken into account. Therefore, when constructing a mul-
tiple linear regression model, it is necessary to conduct
additional research to identify new significant factor at-
tributes x,.,%,:9,..., and can be included in the linear
regression model. Or increase the number of observations
to clarify the relationship between the resulting attribute y
and factor attributes z,...,z,, if possible.

Step 4. Concerning factor attributes z,z,,...,2,, let’s
construct the equation of multiple linear regression:

y=ay+azi+..+a,z,. @)

Step 5. Based on the sample values of factor attributes
21,29, Zm, let’s construct a matrix:

1 zy . Zin
1z . 2y

Z(Yy 2y 2 ) = ,
1 Zn1 an

where i+1 — column of the matrix consists of the cor-
responding values of the factor variable z; (z; — values
of the factor variable z during its j-th observation).
Let’s estimate the statistical significance of the coef-
ficients (i=0,1,..,m) of multiple linear regression (7).

To do this, let’s find the estimated covariance matrix [5]:

6%0 * *
62 *
~ _ a
VARV R I , (8)
* * 62

am

2 &2
uo’caﬂ'

on the diagonal of which are estimates &
variances of the parameters:

.62 of the

Z’ — transposed matrix matrix.

Calculating the square roots of these estimates 62,
62,..,62 , let’s find the standard errors 6, ,6,,....6, of the
coefficients ay,a,...,a, and through them let’s respectively
determine the parameters ¢,,,¢,,,....t,,

=‘f170‘, td = ‘?1‘ yeeey tam = ‘am‘

t —.
: ' 6611 G!lm

0

G,

With the found parameters ¢, (i=12,..,m), let’s use
t-Student statistics. If ¢, >, 1., then the coefficient a; is
significant and leave it in equation (7), otherwise, let’s
believe that the coefficient a; is insignificant and will
remove it from equation (7). After such transformations,
equations (7) can be written as follows:

— if ¢, >t 1o then:

g:ao+aﬁzj1 +..t+a;z, 9)

— or otherwise:

Yy=a;z; +..+a;z;,

(10)

where {zﬁ ,...,zjh}c{z1,...,zm} and go to step 6.
Step 6. With respect to factor attributes z;,z;,,...,z;,, let’s
find the multiple coefficient of determination R? = R? :

Y-2ji Zjp renZjn

Z(J/i i)

;.zﬂ ZipenZin 1.":17’ (1 1)
Z(yr - ﬁly )2
i=1

where 7, — sample expectation y.
Let’s check equations (9) or (10) for significance in
general. To do this, let’s find the value:

R> n-h-1

=t

(12)

and compare it with the critical value E,(h,n—s—1,0).

According to Fisher’s Fstatistics, equations (9) or (10) will
be significant with a significance level if F> F,, (h,n—h—1,0)
and algorithm is complete.

Note. If no factor attribute satisfies conditions (5) and
(6), then let’s conclude that factor attributes are not sig-
nificant and for these factor attributes the equations of
multiple linear regression are not made.
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6.3. Analysis of the results of the algorithm for se-
lecting the most influential factor atiributes. To conduct
experimental verification of the developed algorithm for
the selection of the most influential factor attributes, the
problem of constructing multiple linear regression based on
the performance of enterprises was considered. The data
for the problem were obtained from [11]. The activities
of two enterprises during 2003-2012 were reviewed. The
system of attributes included 17 elements, among which
were inventories, cash and cash equivalents, accounts pay-
able for goods, work and services, and others.

The aim of research was to determine the effect of
these attributes on such resulting indicators as:

— y1 — capital productivity of fixed assets;

— y2 — profitability of fixed assets;

— y3 — return on equity for fixed values of the para-

meters ST;

— ST - significance level of factor attributes according

to student criterion;

— F — adequacy level of the multiple linear regression

equation according to the Fisher criterion;

— PM — <«multicollinearity threshold».

The results of the algorithm at (§7=0.1; F=0.1; PM=0.8)
are given in Tables 1, 2.

Tahle 1

Multiple linear regression models for resulting indicators y1, y2, y3
in the analysis of the first enterprise

Resulting . . . . 2
indicators Multiple linear regression equations )it
y1 y1=0.807086+0.000181x13-0.000123x6 0.936022
y2 y2=-0.024015+0.000125x11+0.000656x2 | 0.934932
y3 y3=+4.7e-0.5x11+0.000253x2 0.90165
Table 2

Multiple linear regression models for resulting indicators y1, y2, y3
in the analysis of the second enterprise

Eledf;;:ii Multiple linear regression equations R?
y1 y1=12.329052-0.005155x6 0.939498
y2 y2=-0.005758+0.000411x11 0.977696
¥3 y3=-0.00275+0.000258x17 0.992574

As can be seen from the Tables 1 and 2, all the con-
structed equations of multiple linear regression of the
resulting indicators Y1, ¥2, Y3 are adequate and have a high
coefficient of determination for the studied enterprises.

If to study the relationship between y2 and the fac-
tor attributes x1, x2,.., 17, then it is possible to see
that for each enterprise under study the reliability of the
constructed equations is high and in percent they respec-
tively amount to:

— 93.4932 % (first enterprise);

- 97.7696 % (second enterprise).

For comparison, Y2 (primary data) and y2 (data ob-
tained by the regression equation) at each enterprise let’s
use their graphic image (Fig. 1, 2).

The obtained numerical results for model problems
indicate the effectiveness of the application of the develo-
ped algorithm at the stage of determining the influential
factor characteristics.

0.4
0.35

03 AN\ /
0.25 // \\/ Y —
/NN

0.15
o1 / N\
0.05 —_—4
0
—-0.05

—1n —2

2 2004 2005 2006 2007 2008 2009 2010 2011 2012

Fig. 1. Comparison of indicators of profitability of fixed assets (Y2)
and (y2) for the first enterprise

0.2

0.15 /
0.1 /
0.05
0 AN /
20% 2007 2008 200972010 1
—0.05 v
0.1 \/

—0.15

2012

—12 —2

Fig. 2. Comparison of indicators of profitahility of fixed assets (Y2)
and (y2) for the second enterprise

7. SWOT analysis of research resulis

Strengths. The developed algorithm for choosing the
most influential factor attributes in the task of construct-
ing equations of multiple linear regression is based on
the properties of particular correlation coefficients and
provides a qualitative choice of factor attributes. This ap-
proach allows to reduce the computational complexity of
the process of selecting factor features in comparison with
known algorithms.

Weaknesses. The proposed approach to the selection of
the most influential factor attributes allows multicollinea-
rity between factor attributes in the constructed model
with a given threshold.

Opportunities. The constructed multiple linear regres-
sion models can be successfully used to solve problems
associated with forecasting the values of economic indica-
tors of enterprises.

Threats. When solving real problems of choosing the
most influential factor attributes, there may be cases when
a given system of attributes can’t provide an adequate
linear regression model. The developed algorithm detects
such cases, but does not answer the question about the
methodology for expanding the system of factor attributes
in order to ensure the possibility of constructing an ade-
quate linear regression model.

1. The process of analyzing the dependencies between
the resulting and factor attributes used in the construction
of linear regression models is investigated. Working calcula-
tion formulas are given for calculating the corresponding

24
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parameters, which determine the significance of factor at-
tributes included in the linear regression model.

2. A new effective algorithm for the selection of factor
attributes based on the properties of particular correlation
coefficients is developed. The application of the developed
algorithm allows to reduce the computational complexity
of the process of selecting factor attributes in comparison
with known algorithms.

3. The results of the developed algorithm are demonstrated
using model examples. It is shown how only influential fea-
tures are selected from the set of factor factors proposed,
which ensured the reliability of the constructed equation of
multiple linear regression at a level exceeding 90 %.
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