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CHOICE OF THE ORDER OF THE
REGRESSION MODEL FOR FORECASTING
OF RANDOM NON-STATIONARY
ECONOMIC PROCESSES

O6’ckmom docuiomcenis € 2emepockedacmuuii nPOUecU, AKi GNAUAIOMD HA BUPOOHULINEO MOBAPIE GIlICLKOB020
npusnavenis kpain-excnopmepie. Ha cvozo0niwmiti env 36potini Kon@uikmu ¢ Haudiioul 3Hauyuum Gaxmopon,
AKUT 6NAUBAE HA 00CSA2U BUPOOHULMEA A eKCNOPmY 030POEHHS, OCKIIbKU Nepedbauac naseuicms y cmopin
1eobxi0not Kitvkocmi 030poes ma € 8 NeGHOMY CeNCi CIOXACmuuHUM npoyecom. Poboma npucesuena npozino-
3YBANMIO CINOXACTMUYHUX BNIUBIE HA GUPOOHUYL NPOUECU TNOBAPIE GILICHK08020 NPUSHAUEHIS KPAIH-eKCNOPMepis.
B sixocmi npuxiady posznsiymo exoHOMIuHY CUCTeMY 31 CTMOXACTNUYHUMU 6NIUBAMU MA NPOOIEMAMU BY3LKUX
Micup y supobnuuux nioposdirax. Modenv npoyecy 6uxody npodyxkuyii npedcmagieno y 6udi 6unacxosozo npoyecy
3 NOGLILHON Hecmayionapuicmio (zemepockedacmuuinozo npouecy). B x00i docuidicenns 6uKopucmosyeaiucs
Memoou nPozHo3YEanis HeCMAauloOHapHux eunadkosux npouecis. Jocuioxceno sadawy eubopy ma o0rpynmyeanis
mamemamuunoi Mooeni npoziosy 2emepockedacmuuinozo npoyecy, wo posziioacmocs. /losedeno, wo naibitvu
CIPOMOJNCHUM MEMOOOM KOPOMKOCMPOKOB020 NPOeHo3y € memoo nabauxcenis Ilade. [oxasano, wo memoo Iade,
no cymi, € memodom anpoxcumayii anarimuurumi (OpibHO-payionarvHuMu) QYHKYIIMU, MOMY 1020 MONCHA
inmepnpemysamu sax memoo nodydosu modeni asmopezpecii ma k063nozo cepedivozo (APKC). Posensiymi mo-
ougixayii modeni APKC, maxi six modenv asmopezpecii ma inmezpoeanozo K063moz0 cepeonnozo abo asmopezpecii
ma ppaxmanviozo iHmezposanozo Ko83nozo cepednvozo. Pospobaeno moougixosanuii memoo subopy nopsoxy
asmopezpeciinoi mooeni sa inpopmavitinum xpumepiem Axaixe ma 3a 6AUECI6COKUM THPOPMAUTUHUM KPUMEPIEM.
IIpoananizosano modenviy sadauy ma nPUKIAOU eKCNePUMEHMAILHUX 3AEHCHOCMEN. 3anpOnoHo8ano epexmuey
MemoouKy eubopy nopsioKy pezpeciitnux Mooenetl, uo 3acmocosyOmvCs NPU NPAKMUUHOMY NPOZHO3YEANHT CMO-
XACTUMHUX NPOUECIB, AKA 3ACHOBANA HA KAMOHIUHUX POSKAAOAX 6unadxkosoi Gpynuxuyii. Jns posoumms @yuxuii
PO3N00INY Ha HeeKSIOUCTANMHT THMEePEALU 3 NOCTRIUHUMU IHMEHCUBHOCTNAMU TLOMOKY SUKOPUCTROBYEMbCS eKO-
HoMiunull pexypenmuuii arzopumm. Pesyiomamu pospaxynxie moxcymv 6ymu euKopucmani ois ONMuUMAaibHO20
BUOOPY NOPAOKY pezpecitinoi Mooe, AK0I0 ANPOKCUMYEMBCS PEANbHULL NPOUEC UPOOHUUMBA Y 6U2LL0T UACOB020
PAOY 3 UNAOKOBUMU 30GHIUMIMU BNIUBAMU.
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1. Introduction

One of the urgent tasks in the general problem of offset
policy planning is forecasting the impacts of the implemen-
tation of offset agreements on subcontractors of exporting
countries. Forecasting is carried out mainly through the use
of mathematical models and methods and risk measurement.

The presented work is devoted to a very relevant and
specific area of financial and economic activity — forecasting
stochastic effects on the production processes of military
goods of exporting countries.

The problems of analyzing time series in economics and
production in recent years have attracted considerable at-
tention. When building econometric models, risk managers
most often use a standard indicator — return on assets. At
the same time, the field of econometrics is experiencing
various new opportunities, especially in the field of short-
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term forecasting, stochastic variability, and the availability
of powerful specialized applications.

Time series analysis concerns the theory and practice of
evaluating production capabilities over time. In a certain
sense, it is an empirical discipline, but as in other scien-
tific fields, the basis for drawing conclusions and making
decisions is theory. However, the key feature that distin-
guishes the analysis of time series in the economy from
other varieties of time series analysis. And the theoretical
front-end, empirical time series contain a noticeable ele-
ment of uncertainty.

When researching the time series of the characteristics
of the production system, as a rule, various competing
models are obtained, especially in production conditions
with stochastic output associated with problems of bottle-
necks. So, the choice of the best model that describes the
production system becomes difficult and critical, since
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some models that most closely match the observed data
may incorrectly predict future values due to the complexi-
ty and ambiguity of the model. In this work, the author
seeks to demonstrate the procedure for selecting a model in
a production system with stochasticity using the determina-
tion of the coefficient of determination, the Bayesian infor-
mation criterion and the Akaike information criterion. The
obtained results of estimating the production volume serve
as initial data for calculating the functions of autocorrela-
tion and multiple correlation and choosing the order of the
corresponding autoregression models (AR models), ARMI,
and AR models with integrated moving average (ARIMA).
The model parameters are evaluated, used for forecasts and
compared with the original and converted data to obtain
the sum of squared errors (SSE). Model adequacy assess-
ment is usually carried out using the Bayesian Information
Criterion (BIC) and the Akaike Information Criteria (AIC).
Among competing models, the ARIMA model better ex-
plains the variance of data sets and has low BIC and AIC
values. Therefore, it is most often chosen as a model that
represents the studied production system [1].

It is also found that the adjusted determination coef-
ficient in combination with the BIC and AIC criteria is
an adequate tool for model selection in the study of time
series, especially in the presence of stochastic effects [2].

In practical terms, a very attractive feature of ARIMA-
type models is their acceptable accuracy in predicting and
in the absence of unlimited disagreement of the extrapo-
lating function (extrapolants). This feature is due to the
presence of the asymptotic properties of the extrapolant
as such, which is finely rational by definition, while no
polynomial has either horizontal or any other asymptote [3].

The importance of calculating quantitative measures of
forecasting accuracy is well covered in the literature [4, 5].
But specific recommendations on the quantitative distinc-
tion of qualitative forecasts from unsuccessful, as a rule,
are absent. For this, standard classical measures of fore-
casting errors are usually used, such as:

— mean absolute deviation (MAD);

— mean square error (MSE) or average (percentage)

absolute error (mean Absolute Percentage Error — MAPE).

For such measures, lower values indicate better fore-
casting models. However, these measures may not always
ensure the accuracy of forecast models in practical applica-
tions. This leads to the fact that users can’t understand
the consequences of forecasts for their activity [5]. In this
paper, a simple and practical indicator of the accuracy of
forecasting the model is proposed — the percentage error
of the forecast (Percent Forecast Error — PFE).

Researchers in the thematic field for decades have pro-
posed various methods for choosing a model, for example,
in [6] it is argued that the performance of a model is
a function of its intended ability, and its selection is ex-
tremely necessary because it controls the quality choice of
the selected model. Improving the performance of the model
obtained by choosing a model provides a reliable forecast of
the future system [7]. In [8], it is noted that in addition
to testing the adequacy of the model, the goal of model
selection includes the search for a good forecast algorithm
that describes the system, and the AIC criterion is the
main method of model selection [9]. In [9], a regularized
information criterion (RIC) is proposed for the Kullback-
Leibler divergence, which is an extension of BIC and AIC
criteria, and then used to select a model. In [10], various

methods are used to select a model, including hypothesis
testing, diagnostic tests, correspondence methods, Bayesian
approaches, and forecast estimation methods. In [11], the
SURE-Autometrtcs model selection algorithm is used; it is
claimed that the method worked well. In [12], hypothesis
tests and selection criteria were proposed using the final
prediction error (FPE) for model selection.

Thus, the various methods of model selection proce-
dures are presented above, but they can be applied in
rather narrow, specific situations, different from the in-
dustry studied here. This also indicates that there is no
single method for choosing a model, and some procedures
recommended in the literature are quite complex, time-
consuming and rather abstract, which narrows the scope
of their practical application. So, the object of research
is heteroskedastic processes that affect the production
of military goods of exporting countries. The aim of this
research is development of an effective methodology for
choosing the order of regression models used in the prac-
tical forecasting of processes.

2. Methods of research

The key variables necessary to select a model using
a consistent determination coefficient R? are the number
of model parameters and the sum of the squared errors.
The results of measuring the volume of output obtained
from the manufacturing organization serve as input to the
autocorrelation function and the calculation of the partial
autocorrelation function. The values of the parameters are
used to predict and compare them with the original and
converted data to obtain the sum of the squares of the errors.

Let’s consider the simplest linear regression equation:

y=ax+b,

where y — the dependent variable; x — the independent
variable; a,b — least squares estimation coefficients.

The adequacy of the model is evaluated using the ad-
justed determination coefficient R?, which gives an idea of
how many data points fall into the regression line to study
the relationship in the data set. In other words, this is a
certain proportion of the variance o2 of the dependent
variable y. This proportion appears in the total variance
due to the influence of the independent variable x:

2 2
o= GW +02,

where ci‘y — the conditional (according to the influence
of the variable x) variance of the dependent variable, that
is, the variance of the random model error; o2 — the
actual variance of the dependent variable y.

The adjusted coefficient of determination R?> shows
the proportion of the variation of the variable, which is
explained by the influence of the independent variable
on the dependent variable.

The equation for the adjusted determination coefficient
is given by the expression:

= (ve-7)

S (n-k+1) _
(i - y)z’yk
(n—k+1)

(n—k+1)
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where & — the number of parameters; n — the number
of independent variables; SSE:Z(yk—ykf — the sum of

=
the squares of the regression residues; y,, y, — actual and
estimated values of the explanatory variable.

The corresponding equations for the Akaike criteria
and for the Bayesian criterion are:

AIC =mln(SSE)+2k;
BIC =mIn(SSE)+klnm,

where m — the number of observations in the series.

Let’s show that at least one factor (randomness) af-
fects the accuracy and can explain the differences in the
relative effectiveness of different methods. Moreover, it
is assumed that the accuracy of the forecasting method
depends on several factors, and these factors can be iden-
tified and quantified, as well as measured their impact.
Perhaps when high randomness is present in a series of
data, more advanced methods, such as the ARIMA, can
overwhelm the model with this data. This allowance may
occur when the mean square error is minimized, that is,
when stationarity is achieved by either differentiating for
the season, or when the selected ARIMA model (p, g).
For example, the absence of random events in residuals
does not always mean better forecasting results.

Finally, the difference between model matching and
forecasting, as well as the type of loss function, should be
noted. For example, when there is an unlimited standardi-
zed function of the quadratic losses, the seasonal analysis
methods give the same results as the methods using data,
are adjusted for the season. However, for forecasting this
is not so. Best practices vary depending on the accepted
loss function and the number of random variables present
in the series.

A decision maker using these series and using a single
forecasting method would get very different results depend-
ing on which loss function would be minimized and it
would like to minimize errors in fitting the model or in
the forecasting phase. However, in general, this can also
be done using simpler methods. Here, an important role is
played by smoothing the experimental data by introducing
some finite weight function. Let’s consider the problem of
optimizing such a smoothing function.

3. Research results and discussion

One of the most universal methods of the constructed
analytical models of a random function is the canonical
decompositions of V. S. Pugachev [13]. Let’s consider the
canonical decomposition technique for sampling a fixed volume.

In a real situation, in the collection and processing system,
a priori data on the statistical characteristics of the process,
as a rule, are either completely absent or only partially, of
a very general nature. Therefore, when constructing a de-
composition algorithm for sampling a variable (increasing)
volume, it is necessary to simultaneously evaluate the neces-
sary characteristics, taking into account the newly obtained
data. Such characteristics include expectation, variance, the
correlation function of the process, the distribution density
of the expansion coefficients V.

Taking into account the continuity property of random
variables V,, which follows from the continuity of the

bypass random function X(¢), one can apply the non-
parametric Parzen estimation [14] of the form:

FV) =7 ),

I k=1

where d; — a constant called the blur coefficient; g(uk -
weight smoothing function or core function; u, =(V - Vk)/df,
Vi, — k-th implementation of a random variable V.

Having a set of realizations V,, k=1,N and asking in
any way d, and g(u), it is possible to uniquely determine
the probability density of a random variable V.

A practical technique for choosing a smoothing core
and blur coefficients is proposed in [15]. It is shown that
with the symmetry of the core g(u)=g(-u), the structure
of the form:

a-bu®, |ul<c,
g(u)={ H

0, \u\>c,

is optimal by the criterion of minimum integral mean square
error (MSE) approximation. Here a, b,c are some con-
stants that are selected based on the characteristics of
the problem being solved. It is known that the choice of
function smooths the cores, comes to the edges, almost
always gives the result that is closest to the optimal one.
At the same time, for this task, deviations of the shape
of the nucleus from the above are not very critical. For
example, when using a simple — rectangular function of
the core, the MSE approximation increases by only 6 %.
This significantly reduces the complexity of the calcula-
tions that must be performed in real time.

Here are some considerations for choosing a coeffi-
cient d; — a parameter that determines the interval of
nonzero values of the core. If select it too large, the esti-
mate will be too smooth, insensitive to rapid deviations of
a random variable. If the value d, is too small, the estimate
will not be smoothed out enough, it will be «noisy». The
optimal between these extreme positions for a rectangular
core function is the choice:

, V2V, k=2N,

d;=0.5sup|V, =V,
k

half the largest distance between two adjacent members
of a random sequence. Moreover, the coefficient d; ob-
viously depends on the parameters of the sample, which
guarantees the absence of gaps in the domain of definition
of the estimate, that is, the absence of noise, and the
minimum <«smoothing» of the estimate, not on average
for the entire set of samples, but for each specific sample.

Thus, when using the rectangular smoothing function
and the above rule for calculating the coefficients, the
expression for the estimate has the form:

1 &
F! V =7 u V,
)=y 2 )
where
1/2d,, V,—d,<V<V,+d;, I
g(V)= /2, Vid, PO =N,
0, ‘Vk—V‘>d/,

In the practical implementation of the technique in
question on a computer with limited speed and memory
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capacity, accounting for the duration of the aftereffect
of real processes is quite an important task. An effective
estimate of the duration of the aftereffect is the normalized
correlation coefficient of the process, expressed in terms of
the coordinate functions of the canonical decomposition:

v Y k P ——
o] | TN h-TW.
5. (k)

It is shown in [13] that a function of some special form
of a random variable 7, (v,k) can be considered distributed
according to the Gaussian law with the corresponding
mathematical expectation and dispersion. The area of ac-
ceptance of the hypothesis that the correlation coefficient
is equal to zero is also defined there. Thus, using the test
of this hypothesis against a simple alternative about the
inequality of the correlation coefficient to zero in parallel
with the general data processing algorithm, it is possible
at each stage of calculating the decomposition parameters
to determine the necessary amount of information stored.

e (V)=

4. Conclusions

A methodology for choosing a model in a production
system with stochasticity is proposed in this paper. The
technique is based on the canonical layouts of a random
function. To partition the distribution function into non-
equidistant intervals with constant flow intensities, an eco-
nomic recurrence algorithm is used that is easily implemented
on a computer.

The calculation results can be used to optimally select
the order of the regression model, which approximates the
real production process — a time series with random ex-
ternal influences.
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