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DEVELOPMENT OF THE METHOD OF
FORECASTING THE ATMOSPHERIC AIR
POLLUTION PARAMETERS BASED ON ERROR
CORRECTION BY NEURAL-LIKE STRUCTURES
OF THE MODEL OF SUCCESSIVE GEOMETRIC
TRANSFORMATIONS

Y po6omi onucano saxcausicmv yoockonaienis icHyouux ma 00CHONCEHHA HOBUX AN20PUMMIE NPOZHO3YBANHSL
napamempie 3a6pyonenns HaGKOIUWHDO20 CePedosULya N NOJINULEHHA AKOCMI MOHIMOPUN2Y HAGKOIUUNDOZO
cepedosuya. OCKIIbKU Op2anisauiss ma ynpasiinms upoOHUymeom GUMAAOMs Po3PoOKU HOGUX Ni0x00ie 00
npodiemMu KOHMPO ma Yynpasiinmus NPOMUCIOBUMU OXHcePerami 6UKUOI6 WKIOIUBUX PEUOBUH HA OCHOBI HOBUX
ingpopmayitinux mexnonoziii. OOnum i3 HaubiALUL NPOOIEMHUX MICUb CUCTNEM KOHMPOJIO Md YNPAGLIHHsL AKICMIO
nOGIMPs 1Ha BUPOOHULMEI € PO3POOKA NPUULEBUOUEHUX NEPCREKMUCHUX AZOPUMMIE NPOZHO3YBANHA 3A0PYOHeHHS
nogimpsi. /lani anzopummiL nOGUHHI 6PAXOBYEAU CUMYATMUBCHT 3MIHU 6 PO3NOOLLL OAHUX MA He BUMAZamu nepe-
naguanis 3acobis NPozHO3YEaAnHs Napamempis 3aopyonenis ammocpepnozo nogimps. 3 N0 HelPonodioHux
cmpyxmyp eunukia nompeba y ix 00caioxceni, 6 momy uucii 01 3a0aui npozHO3YSaAHHI NAPAMEMPIE 3a0pyoHens
ammocepnozo nogimps. Q6 exmom docaioxcenv € neiponodioni cmpyxmypu Mooeni noCAi006HUX 280 METNPUUHUX
nepemeopens. 3anponoHo8ano Memoo NPoZHO3YEAHHS NAPAMempie 3a0pYOHeHHS amMOCheprozo0 nosimps Ha
0CHO6I KOpeKyii noxXubKu 3a 00nomozo0 KOMImemy HeupoHHux cmpyxmyp pisnux munie. B xo0i docaioxcenis
nPOAnANiz08ano mpu Memoou npozHO3YEaAs NApamempis 3a6pyonens ammochepnozo noGimps: ysazaivieny
pezpecitiny netpony mepexcy, paoianvio-6a3ueny Gynkuio ma neiuponodibny cmpyxmypy Mooei nociiooeHUx
2eoMempuUnUxX nepemeopens. Bukonano xombinyeanis s2adanux memooie ma nopieHsHo Pesyibmami. GUKOHAH
mpoox memodis. EKcnepumenmaivHo 8USHAUEHO, W0 NPOZHO3YEAHHS NAPAMEMPis 3a0PYOHeHHs amMOCPepHoz0
no6imps na 0CHOBL KOpexuil noxubku 3a 0onomozo10 Komimemy Heiuponooionux cmpyxmyp Mooei nociiooeHux
2eOMEMPUUNUX NepemBopey Gynkuii 3abesneuye smenuenns NOXUOKU nPozo3yeanis. 3Smenwenns na 7 % 3a-
2anvHol pezpecitinoi netiponnoi mepesci ma na 2,6 % 6i0HOCHO padiarvHo-0a3uuHOT MePeNci 3 POSUUPEHHIM 3a-
2a71bH010 pezpeciiinoio Helponnoio mepescero. Ompumarni pesyivmamu 3abesneuyioms nideuwenis Haoiiunocmi ma
WeUOKOCMI NPOZHO3YBANH NAPAMEMPIE AMMOCPHEePH020 NOGIMpPst 01 NIOGUWEeHHS AKOCTE MOHIMOPUHZY BUKUOIE
WKIOMUBUX QOMIWKIE Ha UPOOHUYMET Mma 0N NPUUHAMMSA YNPAGIIHCOKUX PIEeHD U000 NPUPOI0OXOPOHHUX Oill.
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1. Introduction

Environmental monitoring is an intelligent system with
a wide variety of modules that provides the collection
and processing of information obtained in the selected
space-time field, further interpretation of the material,
modeling, forecasting and management decisions [1].

The purposes of environmental monitoring are identi-
fication of potential hazards, development of measures to
protect and prevention of the occurrence of critical situa-
tions, harmful or dangerous to human health and the exis-
tence of living organisms. The main tasks of environmental
monitoring are monitoring the state of the environment,
assessing and forecasting its status, determination of the
degree of anthropogenic impact on the environment and
identification of factors and sources of impact [2].
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The objects of environmental monitoring are the environ-
ment and its elements, in particular, air. The environmental
impact of the technogenic impact on the air environment
is evaluated according to its monitoring data [3]. Moni-
toring of atmospheric air pollution gives a characteristic
for a certain period of time the ecological state of the air
environment and a forecast of the development of this state.

The function of predicting the state of the atmospheric
air is recognizing the trends and logic of development of
change of this state. Therefore, forecasting is intended to
create a basis for making optimal management decisions.
The information block provides the generation of environ-
mental information needed to fully substantiate management
decisions, for example for traffic restriction decisions on
an area where atmospheric air pollution is predicted to
increase [4].
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Existing methods of forecasting of time sequences of
pollution parameters, for environmental control with ad-
vancement, are not effective because of insufficient accuracy.
Also, existing approaches to forecasting that are built on
heuristic methods [5] and statistics algorithms [6] are not
sufficiently accurate and therefore do not provide reliable
recommendations for atmospheric air prediction. When using
traditional neuro-paradigms, the entire time sequence is
predicted, and it is not possible to eliminate the negative
effects of random fluctuations and overall accuracy may
be low. And situational changes in the data distribution
require retraining of atmospheric pollution parameters.

The presence of a large number of man-made sources
of danger, caused by the functioning of industrial produc-
tion, containing many permanent sources of air pollution,
poses a real threat to humans and the environment [7].
The quantitative environmental risk estimates obtained
for a number of large industrial industries are quite high
even for normal operation modes [8].

It is important to establish a maximum permissible
concentration (MPC) for pollutants in order to use these
standards when assessing damage and limiting impacts on
natural objects. Air emissions from stationary sources are
regulated for the most widespread and dangerous pollu-
tants. The list of atmospheric air pollution parameters is
established by the Cabinet of Ministers of Ukraine and
is reviewed at least once every five years [9].

Analyzing and evaluating the state of the air envi-
ronment is particularly important for choosing optimal
management decisions, but they are based on the use of
information that reflects present and past states. This is
usually not enough to formulate a strategy, so trends in
atmospheric air pollution must be taken into account to
identify issues that may be encountered in the future.
The determination of atmospheric pollution trends is a re-
sponsible and complex process, especially in conditions of
environmental instability [10].

There are many approaches to forecast atmospheric air
pollution using time series using artificial neural networks.
These include multilayer perceptrons, neural networks of
radial basis functions, recurrent neural networks, etc., all
of which are based on the ability to approximate nonlinear
functions [11].

For example, in [12] the authors investigate a hybrid
statistical-logistic model of carbon monoxide prediction.
In [13], the authors have developed predictive models of
air pollution based on statistics using two neural network
architectures: a multilayer perceptron and a nonlinear
autoregressive exogenous network. The study [14] deals
with the comparison of the seasonal autoregressive inte-
grated moving average, artificial neural network and three
models of fuzzy time series using the mean absolute error
and the mean square error. It has been found that the ac-
curacy of neural network prediction models is higher than
that of other statistical models, but needs to be refined.

Therefore, there is a need to create more accurate
neural network prediction algorithms which will take into
account a large amount of environmental monitoring data
and will require less time in application mode for use
on mobile devices and controllers. With the development
of computational intelligence and the emergence of neu-
ral structures, it is important to develop more advanced
models, algorithms, and higher-speed forecasting tools of
atmospheric pollution by high-speed neural structures.

Thus, the object of research is neural-like structures of
a model of successive geometric transformations.

The aim of research is development of a high-speed
method for predicting the parameters of atmospheric air
pollution based on neural-like structures of the model of
sequential geometric transformations and to compare the
proposed method with the statistical methods (based on
General regression neural network).

2. Methods of research

Pollution prediction using different performance mo-
dels can be divided into three types: potential forecasts,
statistical models and numerical models [15]. For diffe-
rent elements, it is divided into pollution potential pre-
diction and concentration prediction. The concentration
forecast directly predicts the concentration of pollutants
in a particular area.

Air pollution forecasting models can be divided into
parametric and non-parametric ones. The parametric model
is determination of the parameters of the equations in the
known model, and its output is uncertain. For example,
models based on a large amount of historical data, such as
regression, principal component analysis, etc., are usually
parametric models. Therefore, one of the simplest forecast-
ing models used in practice is also the regression model
(trend model). The dependent variable is the indicator
under study, and the independent variable is the time or
observation number of the indicator. A trend is a mathe-
matical description of a time trend. Trend forecasting is
to substitute the required numbers in the future instead
of the observation number (or time) [16].

The purpose of trend analysis is to decompose the
time series into principal components, measure the evo-
lution of each component in the past, and extrapolate it
into the future. The time mark by which future values
of the time series are to be called is called the forecast
horizon, which determines the size of the time interval
expressed in the units of forecast (hours, days, months,
etc.) for which the forecast is being constructed. Depend-
ing on the forecast horizon, the task of forecasting the
time series is usually divided into the following categories
of urgency: short-term forecast — from one day to one
month; medium-term forecast: one month to one year and
long-term forecast more than a year ahead [17].

The study considers a time series prediction algorithm
based on a committee of the neural-like structures of vari-
ous types including the Sequential Geometric Transforma-
tion Model (SGTM) [18]. Because of the aim to develop
high-speed neuroimaging methods of improved accuracy
in the prediction of atmospheric air pollution parameters.
The SGTM neural-like structure in time series modeling
provides an automatic decomposition of the time sequence
into the following components: trend (trend of change)
and oscillations of different frequencies, where the sum of
all selected components is equal to the count of the time
series [19]. Given the specificity of time series describ-
ing changes in atmospheric air pollution parameters over
time, the periodic oscillations caused by many factors are
virtually unpredictable. The volume of the input layer
is chosen equal to the dimension of the input vector x.
The number of output neurons is determined by the num-
ber of projected periods. The selection of the number
of neurons in the hidden layer is determined practically
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by the method of selection with the onset of the most
reliable result.

Increasing the accuracy of multi-step forecasting re-
mains an important task as it increases the forecast horizon.
The feature of the data is the nonlinearity of the response
surface of the contamination parameters, as well as the
limited number of samples that can be used for machine
learning. So it is not possible to use nonlinear networks
of high complexity, such as multilayer perceptron, radial
basis function (RBF) networks with many centers [20].

Consider three possible options for improving accu-
racy, based on the principles of allocation of global and
local components using the SGTM neural-like structure
in auto social mode:

1. The training matrix contains vectors with inputs
and output values:

Xityn X Y

2. The use matrix contains vectors with only input
components:

D.OTTIND, CFRUD, G

3. The test matrix contains the source components for
the calculation of functional errors only and is not used
in training.

To do preprocessing of data, perform scaling compo-
nents of all vectors:

— for each column of data in the sample train find:

max s (X])’ maX“bx(Y});

— all components of the train, use, and test matrices
change with formulas:

__ X 1
xi'j - max gps (Xj), ( )
X, )
H T nax (X)) @
Yi
Y= max,, (V) )

where i=1,N, u=1M.

2.1. Method 1 - Based on General Regression Neural
Network (GRNN). For random % vector-point, the response
(output) relative to the given (reference) points of the
training sample has searched. It can be a point from the
use or test matrix, and point from training matrix, for
which the response is searched relative to other train
points defined as anchor points.

The Euclidean distances from a given vector to all
train reference vectors are calculated by the formula:

n

Z(Xk,j —xi,), (4)

=

Ey;

where £ — number of matrices vector for which the fore-
casting is performed by GRNN; i — train vector reference
number.

The next step contains calculating Gaussian functions
from the Euclidean distances by the formula:

EZJ 5)

G/gy; = exp[—cz
where 6 — Gaussian function span parameter, the selec-
tion of which is carried out by train vectors, excluding
each of them from among the supporting ones.

The last step is to calculate the response by the formula:

N
ZGk,i Yi

ygR = ()

N
> Gui
i1

In some cases, the Gaussian function can be null, so
protection against division by 0 is introduced:

N N
when Y G, <107, then Y G, =10""

i=1 i=1

2.2. Method 2 - Based on Extended GRNN. For cach
input vector from training and use matrices additional
component is introduced:

GRNN
Xityees Xijreos Xiny Yi .

For train vectors, each vector is considered, which is
ejected from the N reference number, in turn, and it looks
for the response y™ N relative to the N—1 reference ones.

The next step is to include it in the reference vectors
and remove the next vector from the reference vectors

and search for the next response.

2.3. Method 3 - Proposed Method. An error correction
algorithm is implemented, which is based on the division
of the error into errors of different characters, and consists
of the following steps:

1. The outputs of the training sample are duplicated
and the training of the neural-like structure is performed,
allocating n main components, with the number of inputs
n+1, resulting in the outputs being distorted.

2. Distorted outputs replace the initial outputs of the
training sample after that training and applying is per-
formed by the RBF network.

3. The same step is performed with the using linear
SGTM neural-like structure.

4. Tt is provided that the prediction error by a nonlinear
network is less than the prediction error by the linear
SGTM neural-like structure, the prediction correction is
performed by the following formula:

Yi =y — oy =y, )
where o — a proportionality factor that is experimen-
tally selected.

3. Research results and discussion

The simulation methods are used to make local fore-
casts. When constructing forecast models, it is necessary
to identify factors on which the forecast depends; find out
their relationship with the predicted phenomenon; develop
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an algorithm and programs for modeling environmental
change under the influence of certain factors.

At the places of the greatest pollution of the atmospheric
air, there are special measuring posts for monitoring the
state of air pollution. There are 16 stationary posts in
Kyiv (Ukraine), which monitor atmospheric air pollution
with a sampling frequency of 6 days a week, 3—4 times
a day. Borys Sreznevsky’s Central Geophysical Observatory
on the official site weekly shows partial results of environ-
mental pollution monitoring [21]. A stationary observation
post in Kyiv is selected for research, No. 7 — Bessarabia
Square. The following parameters are measured here: dust,
hydrogen chloride, nitrogen dioxide, sulfur dioxide, carbon
monoxide, hydrogen fluoride, formaldehyde. The concen-
trations of impurities are shown in Table 1.

Tahle 1
Used data from the selected post
No. | Nitrogen Fluoride Chloride | Formaldehyde | Carbon
1 0.08 0.001 0.037 0.006 1.3
2 0.08 0.001 0.043 0.002 1
3 0.13 0.003 0.054 0.013 2.4
4 0.08 0.001 0.041 0.008 1.2
5 0.15 0.003 0.058 0.011 1.5
6 0.08 0.001 0.037 0.007 18
7 0.16 0.002 0.054 0.012 2
8 0.11 0.001 0.033 0.004 0.9
9 0.16 0.003 0.051 0.014 1.1
10 0.12 0.001 0.041 0.013 2.1
135 0.08 0.001 0.028 0.002 0.9
136 0.14 0.003 0.056 0.007 2.5
137 0.1 0.001 0.048 0.002 2

Before performing each of the methods, a trend is ex-
tracted from the data obtained. This process has consisted
of the following steps:

1. Creating separate value matrices for each metric count,
using sliding time windows, where the first n numbers of
a row (Xy, X9, X3,..., &) are the input values of the neural-
like structure and the last number (Y) is the desired output
of a neural network whose value is duplicated from the
last input value (x,).

2. Extraction of one principal component and train-
ing of the linear SGTM neural-like structure in created
samples with duplicates as additional inputs.

3. The outputs obtained during training are again di-
vided by the sliding time window method and then divided
into training and test samples.

Obtained training and testing matrices are used by
the compared methods, the result of forecasting by which
are presented in Table 2.

Tahle 2
Forecasting results by used methods
MAPE Methad 1 Methaod 2 Method 3
Testing error 282 % 2.69 % 2.62 %

Note: MAPE — mean absolute percentage errors

From Table 2, it can be seen that Method 2, which
provides linearization of the overall response surface by
adding GRNN input into training matrix-vector, shows
better results than Method 1, which is used to provide
a high level of generalization for a small sample. Also
mean absolute percentage errors (MAPE) can be seen
on the Fig. 1.

2.85%
2.80 %
2.75%
2.70 %
2.65%
2.60 %
2.55%

2.50 %

Method 1 Method 2 Method 3

Fig. 1. Mean absolute percentage errors

Fig. 1 shows that the most accurate is proposed Me-
thod 3, which is based on errors in the formation of responses
with errors of different characters, provided the overall
accuracy of the combined structure is higher than for the
linear application.

4. Conclusions

The novelty of the work is the use of the neural-like
structure of the Successive Geometric Transformations
Model to forecast the parameters of atmospheric air pol-
lution with the allocation of the principal components
for determining the trend and by performing the error
correction based on the use of the neural-like structures
of the Successive Geometric Transformations Model of
different types.

During the research, it is experimentally proved that
the proposed error correction method is more efficient
than compared methods because it shows a forecast ac-
curacy of 2.62 %, which are in 2.6 % and in 7 % better
than other comparable methods for predicting air pollution
parameters. Therefore, using the developed method, one of
the environmental monitoring tasks can be more accurately
performed than other comparable methods — prediction
of atmospheric air pollution parameters for analysis and
management decisions on environmental control.

The research results will be useful for short-term
forecasting of atmospheric air pollution parameters and
for widening the prediction horizon by reducing fore-
casting error.
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