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O6’ckmom docnidacenns € nidcucmema npozno3yeanis muudenmie pooomu onepayiiinoi cucmemu (OC) cep-
gepnoi naampopmu, axa pynuxyionye na 6asi onepayitnoi cucmemu cimeticmea Windows. Oonum i3 naiibirvu
NPOGICMHUX MICUD NPU NAAHYEANNT 30X0016 3anobizanis WKIOMUEUM Haciiokam mepexcesux amax muny dDOS,
anapamuum 6i0MOBAM CePEePHOL CUCTNEMU MOWO € OMPUMAHHs e(exmuenoi moderi nepeddauenns inyudenmis
pobomu onepayiinoi cucmemu.

Y x00i docnidacenv suxopucmosysaiucs memoou gopmysanis ma OOCHONCEHHSI UACOB0Z0 PAOY, eKCNOHEH-
UIanLHOZ0 321A0NCYBANINSL, eLEMENMU MEOPTi MAUUNNOZ0 HAGUANH HA A3 MemOOY ZPpYN06020 BPAXYEAHILL AP2Y -
menmy (MI'BA). [lns ompumaniiss mounux i Haoiinux npozino3is pobomu inmeiexmyaivioi niocucmemu npoznosy-
sanms inyudenmie 0Yio 3acmocosano eaemMenmu meopii eePUCMUYHOL CAMOOP2ANI3aYii Ma KOHKPemua peaiisayis
oarnoi meopii — MIBA. Ompumano anrzopumm ma po3pobiena npozpamia peaiisauis itmeiekmyaivioi cucmemu
npozHo3yeanis inyudenmie podomu onepauitinoi cucmemu ma ocHo6Hi xapaxmepucmuxu ii pobomu. ILle cmano
MOJCAUBO 8 pesybmami anaiidy nodydoeanoi Mooeni NOPYUHUKA, CUCTEMHOZ0 JICYPHANY inyudenmic beanexu ma
suxopucmanmio MIBA. 3anpononosano mexanism popmyeanns eubipxu nodit inyudenmis pobomu OC na ocrosi
cucmemnozo acypuany nodit Windows. Ilposedene mecmysains 3anpononosanoi niocucmemu npozio3yeanis na
6asi mecmosux 6ubIpoK 00360116 CMBEPONCYBAMIU, WO PESYLLMAMU NPOZHO3YBANH, OMPUMANL NPU PISHUX 1A~
AAUMYBAHHAX CUCEMU MAWUHNOZ0 HABYUAHNS MA napamempis (cmeninb 0NOPHO20 NOJTHOMY, KLILKICMb 3MIHHUX
6 MO0 XapaKxmepucmuyunozo NOAHOMY, KLIbKICMb psadie ceaexyil) € 3adosiivnumi. Y pe3yivmami 3acmocyeanis
CMBOPEH020 AnZopUmMY nPoznosysanns inyudenmis pobomu OC 6yn0 nOKA3aH0, W0 3ACMOCYBANH BEAUKOT Kilb-
Kocmi noyinomianviux moderei y MIBA dae 3mozy ompumamu niocucmemy npozno3yeamnis, Aka aKkicho nepesaicae
cucmeMml, 3aCHO8AHT HA KIACUYHUX PeZPeCIHUX MOOeIX Ma Memooax. 3a80sSKu UboMY MOMCIUBO OMPUMAMU
3HAUNHO MOUHIULUTL NPOZHO3 Y NOPIGHAHHL 3 KAACUMHUMU DE2PeCTHUMU MEMOOaMU 60 MemMO0OM eKCTOHEHUIAIbHOZ0

32na0cyeanis, wo oae eidcomrose ionowenns xudnux oopaxynxie 3 euxopucmannim MIBA ne Ginvwe 4 %.
KmwoueEi cnosa: vacosuil psid, nidcucmema npozHO3Y8anHs, MAUUHHE HABUAHHS, NOJIHOMIAILHA MOOeLb, Memoo

2PYnosozo 8Paxysamnts apeymernmis.
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1. Introduction

Most authors do not raise the issue of classifying
methods and models for predicting the operation of ope-
rating systems (OS). It concerns the forecasting of se-
curity events and algorithms, or forecasting models that
should be used for this purpose, it is not possible to
name specific algorithms or methods. As a review of the
literature shows, currently the most popular are classical
forecasting models (trending, regression), forecasting using
neural networks and Markov models [1-3]. Scientists
make a special contribution to the theory and practice
of creating algorithms, methods and forecasting systems
n [4, 5]. Therefore, it is relevant to analyze critical ope-
rating modes of operating systems using modern methods
of forecasting time series, as well as developing new ef-
fective machine learning methods based on GMDH for
use in incident forecasting subsystems. Thus, the object of
research is the subsystem for forecasting incidents of the
operating system of the server platform, which operates
on the basis of the operating system of the Windows
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family. The aim of research is to create a software tool
for the subsystem for predicting incidents of operating
the server platform OS based on the Windows family
of OS using time series forecasting using machine learn-
ing methods.

2. Methods of research

The subject of the model of the forecasting subsystem
is the time series. As such a series, the system events
log of the OS from the fixation system and the account-
ing of various security incidents in the Windows Server
OS are used. In general, such systems react and register
such violations of information properties as: violation
of information confidentiality, violation of information
integrity, violation of information availability, violation
of system manageability and the like. The content of
this journal, in general, correlates with the model of the
intruder [6].

Among examples of the actions of the intruder and
typical attacks on the operating system, information about
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which is contained in the logs of system events of the
Windows OS, for example, there are following [7]:

— attempts to scan the file system and steal key in-

formation;

— password selection;

— collecting data from non-empty Windows recycle bin;

— excess of access authority;

— software bookmarks;

— greedy programs.

The time series for the subsystem for predicting inci-
dents of OS operation is the sampling of critical events
in the OS for 1, 2, 3, 4, 5, 6, 7, 8 days of the OS from
the system log shown in Table 1.

Tahle 1
The appearance of the time series for the forecast
Day Event o fN :;?1:];125 Day Event 5 fN :ﬁ;?lfas
1 Errar 234 5 Erraor 36
October 19th| Warning 30 October 23th| Warning 68
2 Errar 39 B Error 54
October 20th| Warning 18 October 24th| Warning 98
3 Error 39 7 Error 24
October 21th| Warning 33 October 25th| Warning 42
4 Error 16 8 Error 18
October 22th| Warning 19 October 26th| Warning 19

In MS Excel, there is quite a list of tools for statistical
analysis. To test the forecast, select «Exponential Smoothing».
In fact, the obtained time samples are elements of the time
series (TS), which will be used later to obtain a forecast.

Let’s obtain the following as a result of the analysis
of the TS incidents of OS operation (Fig. 1).

Exponential Smoothing

To prove the correctness of this trend, it is possible
to go in two ways: empirical; experimental. It is possible
to use the predictive trend model using regression analy-
sis [8]. But, to obtain accurate and reliable forecasts in the
study of complex objects, for example, such as an incident
registration system, the theory of heuristic self-organiza-
tion and the concrete implementation of the theory —
GMDH [9] are used. GMDH makes sense to use as a ba-
sic method for forecasting incidents, since the data sam-
pling (Windows system event log) contains several ele-
ments [10—12]. Therefore, an inductive approach is used,
according to which models of increasing complexity are
successively generated until a minimum of some criterion
of model quality is found. This quality criterion is called
an external criterion, because when setting up models and
evaluating the quality of models, various data are used.
Achieving the global minimum of the external criterion
when generating models means that a model that is able
to find such a minimum is the desired one.

The algorithm for finding the optimal structure model
for the incident forecasting subsystem can be represented
in the form of the following steps [9]:

1. There is a sample in the form of the TS system log
D={(x,,,yn)}::1, where xeR”. Due to the fact that for
the GMDH operation it is necessary to conduct learning
and testing, the sample is divided into educational and
test ones. In the practical GMDH implementation, the
percentage of these samples is manually selected.

Let /, C be sets from the range {1,..,N}=W. These
sets satisfy the conditions for partitioning sets [UC=
=W, /nC=0. The matrix X, consists of row vectors x,
for which the index nel. The vector )} consists of those
elements )), for which the index nel. The partition of
the sample is written as follows:

— & — % Nxt
XW_(XC)y}%W_(‘)}C],MNGm )

XW c me“m,

I|+[c|=N.

2. Let’s define the base model. This
model describes the relationship between
a dependent variable ) and free variab-
les X. For the forecasting algorithm being
created, let’s use the Voltaire functional
series (the so-called Kolmogorov-Gabor

polynomial):

250 T T T T T
L —fe—Actual
200 —f1—Predicted
Q
g 150
—
2 100
50
oo
1 2 3 4 5 6 7 8

Number of Day

Fig. 1. The constructed forecast trend for graphically displaying the functional
dependence of the number of events in time for the «Errors in the operating system»

parameter for 8 days

For this TS, the average deviation is calculated, which
is in the range from 18.67 to 119.85. The value of the
smoothed levels for each of the 8 available values of the
TS value indicator obtained in Fig. 1, allow to plan the
expectations of such events for the next 8 days. The ob-
tained polynomial forecasting model is not adequate for
obtaining a forecast; therefore, the forecasting option using
the method of group accounting of arguments (MGUA)
is considered, and the resulting forecast is heuristic. The
nature and absolute magnitude of the error do not allow
to conclude about the reality of the trend.

Y=w+ iwﬂf; + iiwﬁxix‘j +
i=1 i=1 j=1

m

+ ZZZmy,ex,x/xk+... . ¢))

i=t j=1 k=t

In model (1), xz{x,» \i=1,..,m} — set of free variables
and ® - set of weights:

0‘):<mi!mijvmi,j,k!”' iyj,kv'”: 17"'ym>-

3. Based on the set objectives, the objective function
are selected — an external criterion that describes the qua-
lity of the model. A few commonly used external criteria
are described below.

;38
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4. Inductively generated candidate models. In this case,
restrictions are introduced on the length of the polynomial
of the base model. For example, the degree of polynomial of
the base model should not exceed a specific natural value.
Then the basic model is written as a linear combination of
a given number F, of products of free variables as follows:

V= f (01,20, 27, 2,2, 23, 2K),

2)

where f — the linear combination function. Arguments (2)
are redefined as follows:

2 2
Xy = A, Xy = Qyyoy X — Ao, X1 Xy —> A, X5 — Ay, Xy = A,

so,

y = f(al’ab--va]lfo )

For coefficients linearly included in the model, one-index
numbering is specified in the following order: @ =®,, .., 0y, .
In this case, the model can be represented as a linear
combination of the form:

Fy
y:m0+zmiai~ 3)
it

Each model of the generated form (3) is defined by
a linear combination of elements {(mj,aj)} in which the
set of indices {i}zs is subset {1,..,]F0}.

5. To configure these parameters, an internal criterion
is used; it is calculated using the training sample. To each
element of a vector x, — a selection element D, a vector
is mapped a,. Next, a view matrix is constructed A,,, which
represents a set of column vectors «;. The matrix A, is
divided into submatrices A, and A.. The smallest remainder
of the form \y— ;ﬂ, where Y= A® returns the value of the
parameter vector ®, which is calculated by the least squares
method [10], respectively, of the expression:

= (AL AG) " AR,

where Ge{l,C,W}. The internal criterion for the model
applies the standard error of the form:

e = — Asooq| .

In accordance with the criterion €% — min, parame-
ters o are selected and errors are calculated on the test
sample G, where G=/. When the model is complicated,
the internal criterion does not give the minimum models
of optimal complexity; therefore, it is not suitable for
choosing a model.

6. To select the best models, let’s calculate their quality.
For this, a control sample and an external criterion are
used. The error in the sample H is indicated as follows:

A% (H)= 8% (H|G) =[3) -

where He{l,C}, HNnG=0. This means that the error is
calculated on the sample H with the model parameters
obtained on the sample G.

7. A model that provides a minimum of external crite-
ria is considered optimal.

3. Research results and discussion

An application in the C# forecasting language based
on GMDH has been implemented. It contains an interface
that allows to change the degree of the reference poly-
nomial from 1 to 7, and the number of variables in the
model of the characteristic polynomial from 2 to 7. It is
assumed that a priori the number of models is unknown,
go to the top row, therefore, this field on screen forms
can be filled in manually. The number of selection rows
for the model can be set from 1 to 10.

After downloading a sample of data from the secu-
rity logs of Windows 10 OS of the investigated personal
computer, the parameters of the generated GMDH models
are set and the opportunity to enter the parameters of
the separation of the sample for training/verification of
the forecast is opened (Fig. 2).

AN INTELLIGENT SUBSYSTEM FOR FORECASTING INCIDENTS OF THE
OPERATING SYSTEM

Load data from HDD / SSD

e

Degree of reference polynomial:

AGM Calculations:

~

v

Y x1 X2 x3 x4
» pOVEN 1947 37,77 3,98 0,26
18 19,2 38,91 4,09/ 0,28 B

Number of Variables:

~

v

23,13 19,26 38,4 4,02 0,29
24,96 19,27 139,81 4,15| 0,29

The number of models that move
to the highest row of selection:

24,84 19,27 40,06 418 03 F

25,56|19,23 4052 422 03
2511923 41,15 428 03
25921923 422 437 03 .

Number of selection:

§

26,05/19,23 42,99 445 03
26,36 19,23 43,59 4,53 03
26,8 1884348 452 0,28
27,36 18,64 43,26 448 028
27,86 /18,53 46,46 4,79 0,28
28,35 18,61 43,03 444 028
28,29 (18,61 4148 428 025
28,0518,58 38,2 3,96 024
3001 1858 3649 379 024 ¥

Training data:
From [a To
Data for verification:

From To
Forecast data:

From [ZEf:| To |70

7 B

Calculate | |

Graphic Results

I | Close Application

Fig. 2. Downloading a sample of a time series through a graphical interface of a software implementation of an algorithm
for the intelligent prediction subsystem
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When calculating the parameters of the GMDH model,
let’s obtain the corresponding intermediate data of the stages
of the calculation of models based on GMDH (Fig. 3):

— regularity criteria for S[1], S[2], S[3], S[4] models;

— global criterion at the selection level 1;

— module of the deviation of the estimation of the

obtained forecasting models throughout the voters.

With an increase in the number of samples in the TS
from the Windows security log, an improvement in the
quality of the forecast (a decrease in the error criterion)
may occur. But in this case, increasing the accuracy will
require increasing the size of the data set for training
and testing models from the supply TS for the model.

Depending on the goals and the expected duration
of the forecast period for forecasting incidents, the pa-
rameters of the model can be changed on the dialogue
form. But with an increase in the number of variables
in the model and the degree of the reference polyno-
mial, obtaining the best model for forecasting can increase
significantly.

As a result of the program module, the mathematical
model of training selects the best models, and as a result
of the selection of the best models get the best model,

which will be used to predict security incidents of the
investigated OS (Fig. 4).

On the graph of the input and processed data of
the forecasting model based on GMDH, it is possible
to estimate the discrepancy between the data of the real
sample and the data (shown in yellow) obtained on the
basis of the best forecasting GMDH model (shown in
red) (Fig. 5).

In order to predict the time series obtained from the
incident log of the server OS based on GMDH, it is
necessary to select the best models at each iteration of
the method. This approach reduces the total number of
calculations (processor time), and also reduces the amount
of memory the work of the method itself. Comparing
the forecasting results generated by the GMDH model
and autoregression (Fig. 6), it is possible to conclude
that it is possible to use the created software product
in practice.

Prediction results are obtained with various sys-
tem settings (Fig. 6) and various parameters (degree
of the reference polynomial, number of variables of
the characteristic polynomial model, number of selec-
tion series).

AN INTELLIGENT SUBSYSTEM FOR FORECASTING INCIDENTS OF THE

OPERATING SYSTEM
Degree of reference polynomial: .
Load data from HDD / SSD - - AGM Calculations:
Y X1 2 3 @ ~ L Y Relevant regularity criterion for models: A
Number of Variables: S[1] = 0,399255817509515
v A 1947(37,77 3,98 0,26 umber o7 Tariables s -1,
2 ~ S[3) = 49,4417158450608
18| 19,2 38,91 4,09 0,28 E | [sta) = 75,5171490313562
23,13 19,26 384 4,02 0,29 The number of models that move
24,96 19,27 39,81 4,15 0,29 to the highest row of selection: gl;l;:;sg;;::;;:';s“ the level 1
24,84 19,27 40,06 4,18 03 ‘4 l [Namber of the best models for the next
4
25,56 19,23 40,52 4,22 03 Number of selection:
251/19,23 41,15 428 03
2502/1923| 422| 437] 03 1 A‘ :sorgzi.:fmce regularity criterion for
= G Se L S g O | (7066 25e1093s
26,05 /19,23 4299 4,45 03 Training data: s(2] = 39819521,1790149
s3] = 49758754,9985954
26,36 19,23 43,59| 4,53| 0,3 From ;‘. To A S[4] = 95979021,7462915
26,8 18,8 4348 4,52 0,28 { > ¥
27,36 18,64 43,26 4,48 0,28 Data for verification: Global criterion at the level 2
27,86 18,53 46,46 4,79 0,28 FOTEE <] [Reber of the best models for the next
28,35|18,61 43,03 4,44 0,28 Fom EZMC| To [BIEC| [aciions e
28,29 18,61 41,48 4,28 0,25 Forecast data:
28,05 18,58 38,2 3,96 0,24 ! - - Deviation modulus throughout the sample
4 4 2 3 2 From [EEl;| To ~ 1,38691832013821
300118583649 379 024 0 474 M 3.37190921672664 v
Calculate I | Graphic Results Close Application

Fig. 3. Downloaded input data, intermediate data on the stages of calculation of the forecasting model
by the method of group accounting of arguments

Mathematical Model of Learning

*x3*x3*x3*x3

Harikpaiia Mojenab:

*x1*x3*x3+0,1025238639397*x1*x2*x2*x2-2,72618008331353*x1*x2*x2*x3+12,0499639453132*x1 B
*x2*x3*x3+37,9296702756698*x1*x3*x3*x3-0,0665077028905103*x2*x2*x2*¥x2-2,13393092668361
*x2*x2*x2*x3+58,0022559886652*x2*x2*x3*x3-341,236638650458*x2*x3*x3*x3+404,269821023766

744,066261727036-883,649608302015*x1+56,8499995507727*x3+54862,1506192121*x4+
14,9138682049098*x1*x1+618,927217936769*x1*x3-1397,6473993775*x1*x4-444,865811905317*x3
*x3-35290,7547070851*x3*x4+8787,03381981389*x4*x4-0,18426805770108*x1*x1*x1-
6,08226619809216*x1*x1*x3+23,6707902349384*x1*x1*x4-135,064981100664*x1*x3*x3+
306,626027470183*x1*x3*x4+592,509723905939*x1*x4*x4+140,97910048702*x3*x3*x3+
7694,6804934768*x3*x3*x4+5043,42783262037*x3*x4*x4-50428,9412719313*x4*x4* x4+
0,0111243959358324*x1*x1*x1*x1-0,146382854308752*x1*x1*x1*x3-1,2262186514193*x1*x1*x1*x4
+1,55242691892228%*x1*x1*x3*x3+15,7356769970355*x1*x1*x3*x4+20,0443494541814*x1*x1*x4*x4
+7,25982034624122*x1*x3*x3*x3-77,6032729226352*x1*x3*x3*x4-764,161565700056*x1*x3*x4*x4+
1053,10772124818*x1*x4*x4*x4-8,66510652384617*x3*x3*x3*x3-559,018854667147*x3*x3*x3*x4+
1021,12933906629*x3*x3*x4*x4+7606,0978525582*x3*x4*x4*x4-2222,12711897971*x4*x4*x4*x4 v

Fig. 4. The best and best forecasting models obtained by the method of group accounting of arguments obtained
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Fig. 5. Comparison of real sample data and data obtained on the basis of the best forecast model by the method of group accounting of arguments

—*Input Series —*Input Series —¥zInput Series
—o—Propagation —o—Propagation —o—Propagation

Value
Value

.5
300 400 500 300

400
Journal Entry Number Journal Entry Number Journal Entry Number

500 300 400 500

Fig. 6. Comparison of the forecasting results obtained by the model based on the method of group accounting of arguments
and autoregression on 3 types of input parameters of machine learning

4. Conclusions

After testing the obtained forecasting subsystem and
the generated test samples, it is found that the results
of forecasting OS security incidents obtained with vari-
ous system settings and parameters may differ slightly.
The use of a large number of polynomial models, such as
those used in GMDH, allows one to obtain a much more
accurate forecast for the task of forecasting OS incidents
than classical regression methods, as well as the method
of exponential smoothing.
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