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SELECTION OF ALTERNATIVE SOLUTIONS 
IN THE OPTIMIZATION PROBLEM OF 
NETWORK DIAGRAMS OF PROJECT 
IMPLEMENTATION

The object of research is a model network diagram of the project implementation in the form of a diagram, in 
which individual operations are represented by arcs, and vertices are considered as events corresponding to the 
beginning and end of operations. The term «model» is understood as an arbitrary network diagram, in relation to 
the parameters of which the solution is already known.

One of the most problematic areas is the lack of substantiated methods of formalizing the task of optimiz-
ing network diagrams, allowing for a targeted selection of early start dates for individual operations within the  
project, ensuring optimal solutions for the selected criteria. In this study, such criteria are the possibility of shifting 
the operation with the maximum intensity in a given time interval, and the uniformity of the workload of person-
nel, assessed by the ratio of the maximum and minimum intensities y = qmax/qmin for the analyzed version of the 
network diagram.

Methods of network planning and management, mathematical experimental planning and optimization  
methods are used.

The results obtained confirm the possibility of using the proposed methods for solving optimization problems 
with respect to arbitrary network diagrams. This is due to the fact that the proposed methods for optimizing net-
work diagrams allow one to obtain regression equations that serve as mathematical models for making targeted 
decisions on the choice of early start dates for operations that provide the best results in relation to the selected 
optimization criteria for network diagram.

The features of the proposed solutions are: conditions for the selection of input variables, a procedure for the 
targeted selection of early start dates for operations with the highest load intensity of personnel, and providing 
optimal solutions for the criterion of minimizing uneven load. Thanks to these features, it is possible to optimize 
network diagrams with arbitrary source data. To do this, it is enough to apply the proposed procedure for your 
version of the network diagram, having previously estimated possible alternatives with respect to the choice of 
significantly influencing input variables and the intervals of their variation.

Keywords: network diagram, alternative solutions, central compositional orthogonal design, peak load intensity, 
uneven workload of personnel.
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1.  Introduction

Methods of network planning have great potential in the 
design of processes for the creation and implementation of 
innovative products, which is explained by their adaptability 
and the possibility of widespread use of computer equip-
ment and technologies  [1]. Among the advantages of these 
methods can be noted the possibility of information support 
for investment decisions, which allows optimal management 
of investment projects at all stages of their implementa-
tion. In turn, effective planning and management of the 
investment design process reduces the total duration of the 
entire complex of work on the project  [2]. The use of the 
network planning method for the goals and objectives of 
an investment industrial project is justified by insufficient 
elaboration of the adaptation of methodological issues of 

organizing technological processes to the socio-economic 
measures of the investment project. The scientific and prac-
tical significance of the results of constructing network 
models of the project is associated with the possibility of 
practical application of the graphical analytical method in 
the preparation of technical and economic documentation 
for an investment project  [3].

The use of network planning for managing investment 
projects allows to optimize the management of the investment 
projecting process  [4], and the development of a universal 
mechanism for making managerial decisions in investment 
planning makes it possible to reduce the implementation 
period and obtain savings in financial resources  [5].

In addition to managing investment projects, network 
planning methods are used today to address emergency 
response issues, in particular when carrying out preventive  
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measures, solving operational problems and training spe-
cialists in the field of emergency protection [6]. The plan-
ning of educational processes is also the domain of these 
methods. The use of a network model with a determinis-
tic structure and duration of disciplines in planning the 
educational process allows to draw up a calendar plan 
and obtain operational data on possible intersections of 
disciplines and software in the educational process  [7].

However, networking methods are not limited to project 
management. They are also used in the design of auto
mated control systems (ACS) for organizing information 
transfer by minimizing the time characteristics and cost 
of the telecommunication data exchange network (TDEN) 
in order to obtain the maximum effect  [8]. In this case, 
as the authors of this work note, the TDEN is repre-
sented by a network of events and operations, therefore, 
it can be considered as a model of the information trans-
fer process that visualizes the relationship of all its ele-
ments. Considering network methods from such positions, 
it can be assumed that they become important in the 
implementation of the Industry 4.0 concept in the part 
that concerns the exchange of information and the timing 
of production processes. In this way, cyber-physical sys-
tems  (CPS) design tools are added as objects of the core 
Industry 4.0 technology, in particular, planning algorithms 
for time-synchronized information flows. In particular, it 
is possible to talk about time-sensitive networks (TSN) in 
the context of the implementation of the concept of the 
Industrial Internet of Things (IIoT)  [9]. So, for example, 
in  [10] in the context of Industry 4.0, the concept of 
network related industries is used, the schemes of which 
are represented by the links of individual industries, func-
tioning synchronously and adapting to external condi-
tions. The use of such a network view is illustrated by 
several examples of three business models for the stock 
industry  [11] and e-commerce systems in the distribution 
channel of the wine industry with a focus on the North 
American market  [12].

Finally, it is important to note the possibility of con-
sidering network methods as part of information mod-
eling technology, with the peculiarity that all elements 
of a complex of models must be connected by certain 
dependencies. This concept is implemented, for example, 
within the framework of information modeling in construc-
tion  (BIM) technology  [13]. The approach outlined in 
this work reveals the possibilities of using the MSProject 
program for calculating network diagrams of linear ob-
jects, variant design of construction organization, 
calculating resource provision throughout the 
construction period, reflecting the real prog-
ress of work and operational management of  
construction.

The application of this concept is multifac-
eted and may include scheduling construction 
using activity execution workspaces  (AEWs).  
At the same time, AEW is managed by inte-
grating workspace management with the current 
planning process and BIM data in a 4D/5D  
environment, providing visualization of the ma
nagement process [14, 15]. In [16], this idea was 
developed by developing a system for check-
ing workspace conflicts based on the integra-
tion capabilities of special algorithms. The use 
of such algorithms includes automatic creation 

of workspace models and automatic check of workspace 
conflict in the 4D simulator. This allows the project ma
nager to identify a workspace conflict using the described 
system, and overlapping activities can be redesigned to 
minimize conflict.

Therefore, in the context of such approaches, it is re
levant to obtain the dependencies of individual elements 
of network models, which make it possible to evaluate 
the main functional indicators and solve the problems of 
optimal planning and organization of project implementa-
tion processes.

2. � The object of research  
and its technological audit

The object of research is a model network diagram of 
the project implementation, represented by a diagram, 
in which individual operations are represented by arcs, 
and the vertices are considered as events corresponding 
to the beginning and end of operations. In this case, 
the term «model» means an arbitrary network diagram, 
in relation to the parameters of which the solution is 
already known.

The subject of research is optimization procedures. 
Therefore, an arbitrary network diagram can be taken 
as the initial one. Initial data for determining its para
meters are formed according to the technological audit, 
if to talk about a project of a technological nature or  
a production system.

If to talk about any other project, including an edu-
cational one, the initial data are formed on the basis of 
the judgments of the experts participating in the project. 
The diagram given in  [17] is chosen as such a network 
diagram. It is considered as the starting point for the 
implementation of the optimization procedure, since the 
early start dates for each subsequent operation correspond 
to the early end dates for the previous operation. This 
condition is equivalent to the following equality:

t tk k k
0 = ′ − τ , 	 (1)

where k – index of the current operation; tk
0 – early start 

date of the current operation; ′tk  – early completion date 
of the current operation; τk – duration of the current 
operation.

The model network diagram is shown in Fig. 1. Initial 
data and calculated parameters are given in Tables  1,  2.

 

Fig. 1. Model network diagram
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Table 1

Initial data for calculating the parameters of the model network diagram

Operation 
identifier

Duration, 
time unit

Immediately  
preceding operations

Intensity,  
person/time unit

A 1 – 8

B 4 A, C, D 13

C 1 – 20

D 1 – 20

E 2 – 4

F 3 D, E 16

G 4 F 5

H 1 C 4

I 5 B, G, N 3

K 2 C 2

L 2 H 6

M 2 H 2

N 4 A, D 1

P 2 F 10

Q 6 – 10

R 3 Q 7

Table 2

Calculation of the model network diagram parameters

Operation 
identifier

Initial data for calculating 
diagram parameters

Calculated diagram pa-
rameters

qk τk ′ωk ′′ωk ′t k ′′t k Δτ t k0

D 20 1 – B, N, F 1 2 1 0

С 20 1 – B, H,K 1 5 4 0

E 4 2 – F 2 2 0 0

A 8 1 – B, N 1 5 4 0

F 16 3 D, E G, P 5 5 0 2

H 4 1 C L, M 2 12 10 1

Q 10 6 – R 6 11 5 0

N 1 4 A, D I 5 9 4 1

G 5 4 F I 9 9 0 5

B 13 4 A, C, D I 5 9 4 1

R 7 3 Q – 9 14 5 6

P 10 2 F – 7 14 7 5

M 2 2 H – 4 14 10 2

L 6 2 H – 4 14 10 2

K 2 2 C – 3 14 11 1

I 3 5 B, G, N – 14 14 0 9

Table 2 the following symbols are used: qk – opera-
tion intensity; ′′tk  – late completion date of the current 
operation; ′ωk – immediately preceding operations; ′ωk  – 
immediately subsequent operations; Δτ – time reserve for 
the operation. The rest of the designations correspond to 
those taken in formula (1).

The ranking of operations by importance is performed 
based on the calculation of the weights of operations ac-
cording to the principle: the weight of an operation is 
equal to the number of operations following it plus the 
weight of each of these operations.

3.  The aim and objectives of research

The aim of research is to select a method for the ana-
lytical description of the quality of the network diagram 
as a function of the time characteristics of operations. The 
presence of such a reasonable description should allow to 
purposefully select alternative solutions for planning and 
organizing the project, optimal in terms of resource allocation.

To achieve the aim, the following objectives have been set:
1.	 Select the output variables that can serve as criteria 

for the quality of the network, and the criteria for its 
optimization.

2.	 Select input variables that significantly affect the 
network quality.

3.	 Conduct numerical experiments to build adequate 
mathematical models describing the effect of time cha
racteristics of operations on the selected criteria for the 
quality of the network diagram.

4.	 Find optimal solutions that allow to determine the 
start times of current operations that significantly affect 
the quality criteria of the network diagram, in terms of 
time constraints on the deadlines for performing opera-
tions within the framework of the entire project.

4. � Research of exiting solutions  
of the problem

In  [18], the author understands the optimization of the 
network diagram as a sequential adjustment of the network to 
achieve the most effective results and specified parameters in 
terms of time and resources. In this context, the problem of 
optimizing network models in terms of time and resources is 
being solved. In the first case, it is proposed to use methods 
for reducing the duration of critical works, dividing critical 
works and their parallelization, changing the topology by 
changing the work technology. In the second case, it is 
proposed to consider as priority, in terms of optimization, 
the distribution of labor resources and the distribution of 
material resources. It is concluded that multivariate recalcu-
lations of the network diagram during its optimization are 
expedient to be carried out on an electronic computer (PC).  
However, in this work, there are no models that allow 
evaluating the proposed solutions from the point of view 
of their optimality, and the corresponding mathematical 
apparatus for computer software, which allows multivariate  
recalculations of the network diagram when optimizing it. 
The author limits itself only to staged definitions and gives 
only the initial and final network diagrams without describ-
ing the methods and stages of solving the problem.

In [19], the methods of the set-theoretic approach and 
the theory of directed diagrams were used to solve the 
problem of simplifying the structure of complex work-arc 
network diagrams at the design and optimization stages.  
A feature of the solutions obtained was the transformation 
of the network diagram «work – tops» into the network 
diagram «work – arcs», in order to reduce the number of 
fictitious jobs. They illustrate the principle of structural 
transformation, which is an alternative approach to the 
formation of the principle of choosing alternatives in the 
context of optimizing the original network diagrams.

In  [20], for a generalized stochastic network diagram 
with a given multidimensional density of distribution of  
arc travel times, a technique of analytical-simulation modeling 
is proposed. It was aimed at calculating the probabilities 
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of the realization of all critical paths, the distribution 
function and the first two moments of the diagram exe
cution time. The technique is based on the construction 
of systems of inequalities that describe the relationship 
between the travel times of arcs. As noted in this work, 
it allows to perform analytical and simulation research in 
order to obtain the probabilistic parameters of the gene
ralized stochastic network diagram of interest to the user. 
However, the work did not highlight aspects related to 
the choice of parameters related to optimization.

The novelty of work  [21] the author considers the 
use of methods of network planning and management for 
deterministic economic and mathematical modeling of in-
vestment design processes. Using the example of the process 
of creating a restaurant business, it is shown that the field 
of investment design is one of the areas of application 
of network planning methods. However, this work does 
not contain a description of the principles for obtaining 
solutions, limiting itself to the well-known procedure for 
constructing network diagrams with minimization in terms 
of the cost parameter.

In  [22], an approach to modeling a network planning 
system based on the use of information technology (IT) 
for building a planning system in the Microsoft Project 
environment is presented. In particular, the issues of building 
network plans under risk conditions are considered and the 
results of optimization of the network diagram are given 
according to the criterion of minimizing the time spent 
on performing individual stages. The proposed solutions, 
as noted by the author of this work, allow reducing the 
costs of implementing the planning system, optimizing its 
parameters, and choosing a realistic scenario of the firm’s 
behavior under risk conditions. However, this work does 
not describe the principles of formalizing the problem be-
ing solved, highlighting only the IT side of its solution.

In  [23], the objective function is the sum of the dura-
tions of all critical jobs, which should tend to a minimum.  
A feature of the results obtained in this work is the revealed 
pattern associated with the fact that a conflict situation 
may take place. It manifests itself in the fact that in the 
process of improving the network diagram, new critical paths 
should not arise and, at the same time, funds should be 
redistributed in the best way. From this it is concluded 
that the output can be such a configuration of costs for 
each of the processes, in which all the work of the net-
work diagram is critical. Thus, a compromise is reached: 
the original critical path is preserved, and further realloca-
tion of resources is impossible. The solution found in this 
way can be considered final and optimal under the given 
conditions. From this, the author concluded that the most 
important in the optimization process is the condition, the 
fulfillment of which ensures the equality of all paths of 
the network diagram. At the same time, the author noted 
that the model of minimizing the duration of a project 
with a fixed budget for its implementation can’t always be 
technically implemented. This is related to the problematic 
part in relation to the peculiarities of the solution of this 
problem, as a mathematical programming problem, which 
may not have solutions under the chosen real constraints. 
With regard to its presence, it should be noted that this 
work does not solve the problem. This is due to the fact 
that it contains only a general description in the formula-
tion of the optimization problem, but does not offer specific 
examples that allow one to evaluate the quality of the pro-

posed solutions when using the objective function as the 
sum of the durations of all works lying on the critical path.

The analysis of the above works allows to conclude 
that the issues of obtaining a mathematical description 
of the quality of the network diagram, for its subsequent 
optimization, are not given due attention.

In  [24], an algorithm for optimizing the plan for per-
forming a complex of works is proposed, a feature of which 
is the possibility of using interchangeable resources. The 
optimization problem is solved in relation to the small-
est increase in the total cost of work while reducing the 
period of their implementation. However, the proposed 
minimization principles do not contain the solution of the 
optimization problem based on the preliminary construc-
tion of a mathematical model.

In work  [25], the concept of integral risk analysis is 
introduced, which implies optimization of the diagram of an 
innovative project according to several criteria. Using the 
basic processes of risk management  [26], and noting that 
the risk management process should be continuous [27], the 
author proposed several scenarios for diagram optimization:

–	 without implementing a preliminary risk reduction plan;
–	 with the implementation of the preliminary plan 
to reduce risks;
–	 with synchronous risk justice.
It is emphasized that the choice of the most preferable 

option depends on the degree of risk acceptance by the 
project managers, and the maximum permissible level of 
risk tolerance must be established. However, it should be 
borne in mind that the above analysis of changes in costs 
and time for the implementation of the project within the 
framework of solving the optimization problem should take 
into account not only the analysis of micro-, but also 
macro-risks. That is, it is necessary to receive an answer 
to the question whether it is worth initiating the project 
at all and continuing to work on it. Analyzing this work, 
it can be assumed that it would be important to have 
models that allow one to assess the influence of various 
potentially significant factors on the optimization results.

Following the results of the analysis of the above works, 
there is reason to conclude that the issues of obtaining a mathe
matical description of the quality of the network diagram, 
for its subsequent optimization, are not given due attention. 
The presence of such a description in the form of models 
describing the influence of significant factors on the behavior 
of the variables being optimized would make it possible to pur-
posefully select measures for transforming network diagrams.

5.  Methods of research

The working hypothesis of the study is that the methods 
of mathematical planning of the experiment can be used to 
select the method of analytical description of the quality of 
the network diagram. Based on the fact that the start time 
of the operation can vary arbitrarily within the allowable 
ranges of the early and late completion of operations, taking 
into account their duration, there are grounds for the imple-
mentation of designs for a full factorial active experiment.  
Moreover, these plans can be considered as orthogonal, 
therefore it is possible to talk about the construction of 
central orthogonal compositional design, the general view 
of which is presented in Table 3, and the parameters in 
Table 4  [28]. In this case, the analytical description of the 
quality of the network diagram is a regression equation.
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Table 4
Central orthogonal composite design parameters

Dimen-
sion

Core N α β
Dispersion matrix elements

c0 c1 c2 c3

2 22 9 1 0.6667 0.1111 0.1667 0.5 0.25

3 23 15 1.215 0.73 0.0667 0.0913 0.2298 0.125

4 24 25 1.414 0.8 0.04 0.05 0.125 0.0625

5 25–1 27 1.547 0.77 0.03704 0.0481 0.0871 0.0625

6 26–1 45 1.722 0.843 0.0222 0.0264 0.0564 0.03125

7 27–1 79 1.885 0.9 0.0127 0.0141 0.0389 0.0156

The elements of the dispersion matrix given in Table 4 
are used to estimate the variances of the coefficients of 
the regression equation:

s

s c i

s c i n

s c i n n

s c i n

i
2

2
0

2
1

2
2

2
3

0

1

1 2

2 1

=

=
=
= +
= +

, ,

, ,..., ,

, ,..., ,

, ,...., ,k










	 (2)

where s2 – estimate of the inadequacy variance of the 
regression equation.

The use of just such an estimate of the variance is 
explained as follows. A numerical experiment, in which 
the timing of the completion of operations is varied and 
the value of the selected quality indicator of the network 
diagram is determined for each experimental point, does 
not allow parallel experiments. Therefore, it is not pos-
sible to choose a variance estimate of experimental errors 
as the value s2.

The network parameters are determined using the fol-
lowing formulas:

′ = ′ +( )
∈ ′

t tk i k
i k

max ,τ
ω

	 (3)

′′= ′′−( )
∈ ′′

t tk j j
j k

min ,τ
ω

	 (4)

T t
k

k= ′max , 	 (5)

t tk k k
0 = ′ − τ , 	 (6)

t tk k k
0 min ,( ) = ′ − τ 	 (7)

t tk k k
0 max .( ) = ′′− τ 	 (8)

In formulas (3)–(8), the following designations are used: 
i – index indicating the previous operation; j – index in-
dicating the subsequent operation; τ – operation duration; 
T – target date of the project; tk

0 min( ) – the lower value 
of the variation range of the input variable, which is the 
moment when the current operation starts; tk

0 max( ) – the 
upper value of the variation range of the input variable, 
which is the moment when the current operation starts.

The value tk
0 min( ) can be chosen either equal to the early 

start of the current operation tk
0, in the case of constructing 

a design with a core 22, or a value that provides the possi-
bility of carrying out a numerical experiment at a star point 
(Tables 3, 4) so that this point corresponds to the value ′tk .

The value tk
0 min( ) can be selected taking into account 

the time reserve for the corresponding operation. In this 
case, this value can correspond either to an equal difference 

′′−( )tk kτ , in the case of constructing a design with a core 22,  

Table 3
The matrix F of the central orthogonal compositional design in general form

Structural 
location of 

the D

No. of  
experiment

Design F matrix

x0
Design X matrix

x12 − β … x n2 − β x x1 2
… x xn n−1x1 x2 … xn

Core

1 +1 +1 +1 . +1 1–β ... 1–β +1 … .

2 +1 –1 +1 . +1 1–β ... 1–β –1 … .

3 +1 +1 –1 . +1 1–β ... 1–β –1 … .

4 +1 –1 –1 . +1 1–β ... 1–β +1 … .

5 +1 +1 +1 . +1 1–β ... 1–β . … .

6 +1 –1 +1 . +1 1–β ... 1–β . … .

. . . . . . . ... . . … .

. . . . . . . ... . . … .

2n-p +1 . . . . 1–β ... 1–β . … .

Star point

2n-p+1 +1 +α 0 ... 0 α2–β ... –β 0 … 0

2n-p+2 +1 –α 0 ... 0 α2–β ... –β 0 … 0

. +1 0 +α ... 0 –β ... . . … .

. +1 0 –α ... 0 –β ... . . … .

. . . . ... . . ... . . … .

. . . . ... . . ... . . … .

. . . . ... . . ... . . … .

. +1 0 0 ... +α –β ... α2–β 0 … 0

2n-p+2n +1 0 0 ... –α –β ... α2–β 0 … 0

Center N = 2n–p+2n+1 +1 0 0 ... 0 –β ... –β 0 … 0
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or be less than this value. In case the core 
of the design differs from 22, the magni-
tude tk

0 max( )  can be chosen so that the 
magnitude corresponds to the star point 
for its core of the design (Tables  3,  4).

6.  Research results

6.1.  Selecting output variables. The out-
put variables in the work are those variables, 
the value of which should be improved in 
the process of optimizing the network dia-
gram. Improved means the ability to achieve 
a  given optimization goal:

–	 goal 1: the possibility of shifting the 
operation with the maximum intensity in 
a given time interval – in this case, the 
output variable is estimated by the number 
of the operation execution time period;
–	 goal 2: the uniformity of the workload 
of personnel, assessed by the ratio of 
the maximum intensity to the minimum 
intensity y = qmax/qmin for the analyzed 
version of the network diagram.
Goal 1 is relevant for the case when 

personnel to perform operations are out-
sourced or can be employed to perform 
similar work for another employer.

Goal 2 is relevant for the case when the maximum 
load in a certain period can cause negative consequences 
in the organizational part of the project, or when it is 
difficult to ensure funding for the execution of operations 
in full for such «overloaded» periods.

6.2.  Selection of input variables that significantly affect 
the quality of the network diagram. As input variables, the 
value of the times of the beginning of the execution of those 
operations that satisfy the following requirements is chosen:

–	 intensity of the operation is maximum;
–	 number of immediately preceding operations is minimal;
–	 time reserve for the operation is sufficient for variation.
Input variables are normalized:

x
x x x

x x
i N jinorm

i i i

i i

=
− +( )

−
= =

2
1 2 1 2

max min

max min
, , ,..., , , ,...,nn, 	 (9)

where xi – value of the i-th input variable in natural form;  
ximax – the maximum value of the i-th input variable in the 
selected area of variation in natural form; ximin – the minimum 
value of the i-th input variable in the selected range of varia-
tion in natural form; xinorm – the value of the i-th input vari-
able in normalized form. Formula (9) performs the procedure 
for normalizing the values of input variables, transforming 
their absolute values into a dimensionless range  [–1; +1].

Table 5 illustrates the principle of selecting input vari-
ables based on the data in Table 2. The following color 
highlights are adopted:

–	 red and pink colors – alternatives No.  1 and No.  2, 
respectively, for shifting operations to optimize the 
network diagram;
–	 orange – dependent input variables – the corresponding 
operations are shifted depending on the position of the 
previous operations selected for evaluating the indepen-
dent input variables for alternatives No.  1 and No.  2.

Table 5 shows that there are two alternatives for trans-
forming the network diagram in order to optimize it:

–	 alternative No.  1: operation C, which has the maxi-
mum intensity value (qk = 20), is subject to a time shift;
–	 alternative No.  2: the operations Q and P, having 
the total maximum intensity value (qk = 20), are subject 
to time shift.
Therefore, the following ranges of variation are selected: 

x = (0;4) – for alternative No.  1, x1 = [0;4], x2 = [5;11] – for 
alternative No.  2.

6.3.  Numerical experiments. The construction of the 
regression equation for alternative No. 1 is carried out on 
the basis of the application of the D-optimal design  [28], 
which allows calculating the estimates of the coefficients 
of the equation in such a way as to minimize the deter-
minant of the variance matrix:

A DF YT=
1

3
, 	 (10)

where A – matrix of estimates of the regression equation 
coefficients; D – normalized variance matrix for design F:

D =
−

−















3 0 3

0 1 5 0

3 0 4 5

.

.

,

FT – transposed design matrix:

F =
−













1 1 1

1 0 0

1 1 1

,  FT = −














1 1 1

1 0 1

1 0 1

,

Y – column vector of the values of the output variable, 
calculated on the basis of the construction of transformed 

Table 5

Selection of input variables and variation intervals for the model network diagram

Work 
identifier

qk τk ′ωk ′′ωk ′t k ′′t k Δτ t k0 t k0 min( ) t k0 max( ) t k0 0( )
D 20 1 – B, N, F 1 2 1 0 – – –

С 20 1 – B, H, K 1 5 4 0 0 4 2

E 4 2 – F 2 2 0 0 – – –

A 8 1 – B, N 1 5 4 0 – – –

F 16 3 D, E G, P 5 5 0 2 – – –

H 4 1 C L, M 2 12 10 1 – – –

Q 10 6 – R 6 11 5 0 0 4 2

N 1 4 A, D I 5 9 4 1 – – –

G 5 4 F I 9 9 0 5 – – –

B 13 4 A, C, D I 5 9 4 1 – – –

R 7 3 Q – 9 14 5 6 – – –

P 10 2 F – 7 14 7 5 5 11 8

M 2 2 H – 4 14 10 2 – – –

L 6 2 H – 4 14 10 2 – – –

K 2 2 C – 3 14 11 1 – – –

I 3 5 B, G, N – 14 14 0 9 – – –
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network diagrams (Fig.  2–6 – for the case when 1 month 
is taken as a unit of time for performing an operation).
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Fig. 2. Distribution of the intensity of operations at point (–1)  
of the D-optimal design

 

Fig. 3. Network diagram for point (+1) of the D-optimal design
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Fig. 4. Distribution of the intensity of operations at point (+1)  
of the D-optimal design

 

Fig. 5. Network diagram for point (0) of the D-optimal design
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Fig. 6. Distribution of the intensity of operations at point (0)  
of the D-optimal design

For the diagrams describing the intensity distribution, the 
following color designations are adopted: red – the interval 
with the maximum intensity, gray – the interval with the 
minimum intensity, green – the value of the output variable.

For the design point (–1), the network diagram has 
the form shown in Fig.  1, since tk

0 0min( ) =  (Table  5), i.  e., 
the early start date of the operation C corresponds to the  
calculated value tk

0 of the original network diagram.
From Fig.  2,  4, 6 it can be seen that the matrix Y 

has the form:

Y =














20 667

16 667

15 667

.

.

.

.

Therefore, the matrix of estimates of the coefficients A 
has the form:

A = −














16 667

2 5

1 5

.

.

.

,

and the regression equation has a normalized form:

y x xnorm norm= − +16 67 2 5 1 5 2. . . . 	 (11)

An analysis of equation (11) shows that the minimum 
of the output variable is achieved not within the variation 
range of the input variable, but at its upper boundary, at 
x = 4. This suggests that the use of alternative No. 1 does not 
give a better result than ymin = 15.667, i.  e., the possibilities 
of alternative No.  1 in the sense of achieving an optimal 
solution for goal 2 are limited. However, if goal 1 is pursued 
and there is a need to shift the maximum intensity from time 
point 1 to time point 5, then the use of this alternative is 
effective. It may be interesting to answer the question of what 
results can be obtained if to accept a different unit of time.

In this regard, numerical modeling was carried out for 
the case when 1 quarter is taken as a unit of operation 
time. The results are shown in Fig.  7–11.
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Fig. 7. Distribution of the intensity of operations at point (–1)  
of the D-optimal design in the case when 1 quarter is taken as a unit of 

time for performing the operation
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Fig. 8. Distribution of the intensity of operations at the point (+1)  
of the D-optimal design in the case when 1 quarter is taken as a unit of 

time for performing the operation
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Fig. 9. Distribution of the intensity of operations at point (0)  
of the D-optimal design in the case when 1 quarter is taken as a unit of 

time for performing the operation

Using the D-optimal design, the following regression 
equations are obtained in natural (12) and normalized 
(13) forms:

y x x= + −16 222 0 3333 0 2778 2. . . , 	 (12)

y x xnorm norm= − −15 7778 1 5556 1 1111 2. . . . 	 (13)

To check the quality of the regression equation, experi-
ments are performed at points (–0.5) and (+0.5) of the 
D-optimal design (Fig. 10, 11, respectively).

The variance of the estimate of the output variable 
is determined by the formula:

s x sy
2 2( ) = ( )( ) ( )f x F F f xT T 1

, 	 (14)

where

f x( ) =














1

2

x

x

,  f xT ( ) = ( )1 2x x ,

x = –0.5 (when calculating sy
2  at the point x = –0.5) and 

x = +0.5 (when calculating sy
2  at the point x = +0.5); s2 – 

variance estimate characterizing the error of the regression 
equation (13), calculated as follows:

s
y yic ie

i

n

2

2

1=
−( )

=
∑

j
, 	 (15)

where n = 5, j = 2, yic – value of the output variable cal-
culated by equation (13); yie – the experimental value 
of the output variable, determined based on Fig.  10,  11.

Taking these data into account, the following results 
are obtained: s2 = 0.138894, s sy y

2 20 5 0 5 2 15625−( ) = +( ) =. . . .

 

Fig. 10. Network diagram for point (–0.5) of the D-optimal design

 

Fig. 11. Network diagram for point (+0.5) of the D-optimal design

Fig. 12 is a graphical description of equation (13) with 
the results of checking its quality. The red dots correspond 
to the experimental results at the points (–0.5) and (+0.5).

y = –1.1111x2 – 1.5556x + 15.778
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Fig. 12. Graphical description of equation (13) with the results  
of checking its quality

The results obtained allow to conclude that the quality 
of equation (13) allows to deliberately shift the timing 
of the start of operations, ensuring a decrease in the un-
evenness of the intensity distribution. However, even in 
this case, the result obtained can’t be considered optimal, 
since the minimum of the output variable is reached at 
the upper boundary of the input variable: ymin = 13.111.

Consequently, the possibilities of alternative No.  1 are 
limited in terms of maximizing the uniformity of efficiency 
distribution. But it can be useful if it is necessary to shift 
the intensity peak to a different time interval.

6.4.  Finding optimal solutions. The use of alternative 
No.  1 does not allow obtaining optimal solutions under-
stood in the sense of minimizing y = qmax/qmin. Therefore, 
optimal solutions should be sought using alternative No. 2. 
Considering that the number of independent variables is 
equal to two, a two-factor central orthogonal design is used 
(Table 6), which is simplified in relation to Table 3 view.

Table 6
Central orthogonal design for two independent variables  

using alternative No. 2

No. of 
experiment

x0 x1 x2 x12 − β x2
2 − β x1x2 y

1 +1 +1 +1 0.33 0.33 +1 y1

2 +1 –1 +1 0.33 0.33 –1 y2

3 +1 +1 –1 0.33 0.33 –1 y3

4 +1 –1 –1 0.33 0.33 +1 y4

5 +1 +1 0 0.33 –0.67 0 y5

6 +1 –1 0 0.33 –0.67 0 y6

7 +1 0 +1 –0.67 0.33 0 y7

8 +1 0 –1 –0.67 0.33 0 y8

9 +1 0 0 –0.67 –0.67 0 y9
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Fig.  13–29 show the results of model experiments to 
obtain the components of the column vector of the output 
variable y and fill the last column of the Table 6. The 
time points corresponding to the maximum intensity are 
marked in pink on the intensity diagrams.

 

Fig. 13. Network diagram for point (+1; +1) of the central orthogonal 
compositional design
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Fig. 14. Distribution of the intensity of operations at the point (+1; +1)  
of the central orthogonal compositional design

 

Fig. 15. Network diagram for point (–1; +1) of the central  
orthogonal compositional design
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Fig. 16. Distribution of the intensity of operations at the point (–1; +1)  
of the central orthogonal compositional design

The network graph for the point (–1; –1) of the central 
orthogonal compositional plan corresponds to the original 
graph (Fig.  1).

 

Fig. 17. Network diagram for point (+1; –1) of the central  
orthogonal compositional design
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Fig. 18. Distribution of the intensity of operations at the point (+1; –1)  
of the central orthogonal compositional design
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Fig. 19. Network diagram for point (–1; –1) of the central orthogonal 
compositional design

 

Fig. 20. Network graph for point (+1; 0) of the central orthogonal 
compositional design
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Fig. 21. Network diagram for point (+1; 0) of the central  
orthogonal compositional design
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Fig. 22. Network graph for point (–1; 0) of the central  
orthogonal compositional design
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Fig. 23. Distribution of the intensity of operations at the point (–1; 0)  

of the central orthogonal compositional design

 

Fig. 24. Network graph for point (0; +1) of the central  
orthogonal compositional design
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Fig. 25. Distribution of the intensity of operations at the point (0; +1)  
of the central orthogonal compositional design

 
Fig. 26. Network graph for point (0; –1) of the central  

orthogonal compositional design

 

y = qmax/qmin=17.33

0
10
20
30
40
50
60

1 2 3 4 5 6 7 8 9 10 11 12 13 14

In
te

ns
ity

, q

Time intervals

Fig. 27. Distribution of the intensity of operations at the point (0; –1)  
of the central orthogonal compositional design

 

Fig. 28. Network graph for point (0; 0) of the central  
orthogonal compositional design
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Fig. 29. Distribution of the intensity of operations at the point (0; 0)  
of the central orthogonal compositional design

Table  7 shows a completed data table for calculating 
estimates of the coefficients of the regression equation.

Table 7

Data table for calculating estimates of the coefficients  
of the regression equation

No. of 
experiment

x0 x1 x2 x12 − β x2
2 − β x1x2 y

1 +1 +1 +1 0.33 0.33 +1 17.333

2 +1 –1 +1 0.33 0.33 –1 20.667

3 +1 +1 –1 0.33 0.33 –1 17.333

4 +1 –1 –1 0.33 0.33 +1 20.667

5 +1 +1 0 0.33 –0.67 0 17.333

6 +1 –1 0 0.33 –0.67 0 20.667

7 +1 0 +1 –0.67 0.33 0 17.333

8 +1 0 –1 –0.67 0.33 0 17.333

9 +1 0 0 –0.67 –0.67 0 17.333

According to formulas (16)–(19)  [28] based on the 
data in Table 7, the following matrix of coefficient esti-
mates is obtained:
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A =

−

−

























18 44433

1 66733

0

1 390335

0 27667

0

.

.

.

.

.

a c x y i ni
j j

j

N

= =
=

∑1
1

1, ,..., , 	 (16)

a c x y i n ni i n
j j= − = +−2

2 1 2[( ) ] , ,..., ,β 	 (17)

a c x x y i n i n ki
j j j

j

N

= = ≠ = +
=

∑3
1

1 2 1µ λ µ λ, ,..., , , ,..., , 	 (18)

a
N

y aj

j

N

n i
j

N

0
1 1

1
= −

=
+

=
∑ ∑β . 	 (19)

The coefficients included in equations (16)–(19) are 
given in Table 4.

Therefore, the regression equation is:

y x

x x
norm

norm norm

= − +
+ −

18 44433 1 66733

1 390335 0 27667
1

1
2

2
2

. .

. . . 	 (20)

Further, using the example of the methodology given 
in  [29], the search for optimal solutions is carried out in 
a parametric form. The parameter is λ, the region of exis-
tence of which is limited by the ranges:  [–∞; –0.27667], 
[–0.27667; 1.390335], [1.390335; +∞].

The results are shown in Fig. 30–32.
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Fig. 30. Function r = r(λ)
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Fig. 31. Function y = y (λ)
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Fig. 32. Function y = y (r)

From Fig.  32 it follows that by shifting operations Q 
and P it is impossible to significantly reduce the unevenness 
of the intensity distribution – ymin = 18 (Fig. 30). Therefore, 
if 1  month is taken as a unit of time, alternative No.  1 
turns out to be better. The same conclusion concerns the 
possibility of shifting the time interval with the maximum 
intensity value. Further, the possibility of improving the 
result is checked if the problem of optimizing the network 
diagram is solved for the case when a quarter is selected 
per unit of time. The experimental results are shown in 
Fig.  33–41 and are summarized in Table  8 to calculate 
the estimates of the coefficients of the regression equation.
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Fig. 33. Distribution of the intensity of operations at the point (+1; +1)  
of the central orthogonal compositional design
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Fig. 34. Distribution of the intensity of operations at the point (–1; +1)  
of the central orthogonal compositional design
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Fig. 35. Distribution of the intensity of operations at the point (+1; –1)  
of the central orthogonal compositional design
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Fig. 36. Distribution of the intensity of operations at the point (–1; –1)  
of the central orthogonal compositional design

Fig. 37. Distribution of the intensity of operations at the point (+1; 0)  
of the central orthogonal compositional design
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Fig. 38. Distribution of the intensity of operations at the point (–1; 0)  
of the central orthogonal compositional design
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Fig. 39. Distribution of the intensity of operations at the point (0; +1)  
of the central orthogonal compositional design
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Fig. 40. Distribution of the intensity of operations at the point (0; –1)  
of the central orthogonal compositional design
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Fig. 41. Distribution of the intensity of operations at the point (0; 0)  
of the central orthogonal compositional design

The matrix of estimates of the coefficients of the regression 
equation, calculated by formulas (16)–(19), has the form:

A =

−
−
−
−

















9 84867

4 1555

3 31316

1 99973

3 46023

1 48775

.

.

.

.

.

.









.

Therefore, the regression equation is:

y x x

x
norm norm

norm

= − − −
− −

9 84867 4 1555 3 31316

1 99973 3 460
1 2

1
2

. . .

. . 223 0 27667

1 48775
2
2

2
2

1 2

x x

x x
norm norm

norm norm

− +
+

.

. . 	 (21)

The estimate of the variance, which makes it possible 
to judge the quality of the equation, is sr

2 2 51755= . ,  which 
reflects the closeness of the calculated and experimental 
data in accordance with Fig.  42.

 

Fig. 42. Visualization of the equation quality evaluation (21)

The optimization results are shown in Fig.  43–45 for 
the regions of existence of the parameter λ: [–∞; –3.77241], 
[–3.77241; –1.68755], [–1.68755; +∞].

The results of the analysis show that in the case of 
solving the problem of optimizing the network diagram, 
when 1 quarter is selected per unit of time, it is possible 
to minimize the unevenness of the intensity. As follows 
from Fig.  45 (ridge line I), the minimum output variable 
at ymin = 3 can be achieved. This solution allows to con-
clude that for the original network diagram in the case 
of using alternative No.  2, the optimal solution can be 
obtained only within the distribution of the intensities 
of the operations performed on a quarterly basis. But in 
this case, the maximum intensity all the time falls on 
the first time interval, i.  e., the peak of the maximum 
intensity can’t be shifted beyond the first quarter.
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0

3

6

9

12

15

18

–10 –8 –6 –4 0 2 4 6

q m
ax

/q
m

in

–2 

λ

Ridge line I
Ridge lines II-III
Ridge line IV

Fig. 44. Function y = y(λ)

0

3

6

9

12

15

18

0 0.5 1 1.5 2 2.5 3

q m
ax

/q
m

in

r(λ)

Ridge line I
Ridge lines II-III
Ridge line IV

Fig. 45. Function y = y(r)

7.  SWOT analysis of research results

Strengths. Among the strengths of this research, it is 
necessary to note the established possibility of a targeted 
distribution of the intensity of operations. Depending on 
what priority tasks are at the planning stage, the applica-
tion of the proposed methods allows for their initial data 
to obtain a mathematical description of the influence of 
early terms of operations on the uniformity of the work-
load of personnel. Based on this description, it is possible 
to estimate the time interval within which an optimal 
solution can be obtained in the sense of minimizing the 
unevenness of the workload of personnel in operations. 
For such time intervals, it is possible to calculate early 
dates for the start of operations, ensuring the minimum 

uneven workload of personnel. In addition, an assessment 
can be made of the possibility of shifting the intensity 
peaks to other intervals of the project implementation 
time, which is especially important when using third-party 
labor resources or resources employed at other facilities.

Weaknesses. The weaknesses of this research are related 
to the fact that all solutions are obtained only for a model 
network diagram. The variety and infinity of options for 
the initial data for building network diagrams does not 
allow applying the obtained solutions to an arbitrary case. 
That is, there is no way to talk about the universality of 
the solutions obtained and the possibilities of using the 
obtained equations as ready-made mathematical models 
for arbitrary initial data.

Opportunities. Additional opportunities when using the 
above results in real projects are associated with the fact 
that, using the above procedures, for an arbitrary project, 
their own regression equations can be obtained, which 
make it possible to obtain optimal solutions in the sense 
of minimizing the unevenness of the workload of person-
nel. In addition, the application of the proposed principles 
for evaluating alternatives allows to choose solutions that 
allow to shift the peaks of the intensity of the workload 
of personnel to other time ranges.

Threats. Obvious risks when using the results obtained 
are associated with the fact that errors in estimating the 
parameters of network diagrams can lead to erroneous 
decisions, i.  e., the factor of subjectivity in the implemen-
tation of the proposed procedures is the most significant.

8.  Conclusions

1.	 It is shown that the choice of output variables for 
optimizing the network diagram depends on the goals that 
are set at the stage of project planning as priorities. This 
can be, in particular, the possibility of shifting the peaks of 
the staff load intensity in a given time interval or minimiz-
ing the unevenness of the staff load in the full scope of 
the project, estimated as the ratio of the maximum staff 
load intensity to the minimum intensity y = qmax/qmin.

2.	 The early dates of the start of operations can be 
used as input variables. However, when choosing those 
that can be used to optimize networks, special conditions 
should be used with respect to the dependence of such 
variables. Based on this, the concept of independent in-
put variables was introduced, in which independence is 
defined as the ability of each input variable to satisfy 
the following mandatory set of requirements:

–	 intensity of the operation for which the input vari-
able is selected is maximum, or, in the general case, 
as large as possible in absolute value;
–	 the number of immediately preceding operations should 
be minimal;
–	 time reserve for the operation must be sufficient 
to vary the values of the input variable.
3.	 To make targeted decisions on the choice of early 

dates for the start of operations that provide the best results 
in relation to the selected criteria for optimizing network 
diagrams, it is effective to build regression equations. Such 
equations describe the influence of the early start dates of 
those operations that satisfy the independence requirements 
on the selected optimization criteria. The quality of these 
equations can be assessed by a measure of the proximity of 
the calculated values of the selected optimization criteria 
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to the experimental values. The latter include the data 
obtained by a model experiment, the essence of which is 
reduced to the displacement on the network diagram of 
the selected operations within the ranges of variation of 
the input variables. In this case, either D-optimal designs 
on a segment, in the case of one input variable, or central 
orthogonal compositional designs, in the case of several 
input variables, can be used. For the considered model 
case, when calculating the intensities on a quarterly ba-
sis, qualitative regression equations were obtained with 
the following indicators: s xy

2 2 15625( ) = . – when using the 
D-optimal design on a segment, sr

2 2 51755= .  – when using 
a central orthogonal compositional design.

4.	 It is shown that optimal solutions in relation to 
uneven workload of personnel can be found at the bound-
aries of the planning area, determined by the intervals of 
variation of the selected independent input variables. The 
proposed principles for choosing alternatives allow to as-
sess the possibilities of achieving the goals of optimizing 
the network diagram.

For the considered model case, when calculating the 
intensities by quarter, the following solutions are obtained:

–	 the use of alternative No.  1 provided the possibility 
of reducing the unevenness of the workload by 24.2  % 
(y = qmax/qmin = 20.667 for the original network diagram, 
y = qmax/qmin = 0.667 for the optimized network diagram);
–	 the use of alternative No. 2 provided the possibility 
of reducing the unevenness of the workload of personnel 
by 85.4  % (y = qmax/qmin = 20.667 for the original net-
work diagram, y = qmax/qmin = 3 for the optimized network 
diagram);
–	 alternative No.  1 turned out to be more preferable 
from the point of view of the shift of the intensity peaks;
–	 obtaining an optimal solution in terms of minimizing 
the unevenness of the workload of personnel depends 
on the selected time interval for which the possibility 
of such minimization is assessed.
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