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CONSIDERATION OF THE POSSIBILITIES 
OF APPLYING MACHINE LEARNING 
METHODS FOR DATA ANALYSIS WHEN 
PROMOTING SERVICES TO BANK’S 
CLIENTS

The object of the research is modern online services and machine learning libraries for predicting the probability 
of the bank client’s consent to the provision of the proposed services. One of the most problematic areas is the high 
unpredictability of the result in the field of banking marketing using the most common technique of introducing new 
services for clients – the so-called cold calling. Therefore, the question of assessing the probability and predicting the 
behavior of a potential client when promoting new banking services and services using cold calling is particularly relevant.

In the course of the study, libraries of machine learning methods and data analysis of the Python programming 
language were used. A program was developed to build a model for predicting the behavior of bank customers  
using data processing methods using gradient boosting, regularization of gradient boosting, random forest algorithm 
and recurrent neural networks. Analogous models were built using cloud machine learning services Azure ML,  
BigML and the Auto-sklearn library.

Data analysis and prediction models built using Python language libraries have a fairly high quality – an average 
of 94.5 %. Using the Azure ML cloud service, a predictive model with an accuracy of 88.6 % was built. The BigML 
machine learning service made it possible to build a model with an accuracy of 88.8 %. Machine learning methods 
from the Auto-sklearn library made it possible to obtain a model with a higher quality – 94.9 %. This is due to the fact 
that the proposed libraries of the Python programming language allow better customization of data processing methods 
and machine learning to obtain more accurate models than free cloud services that do not provide such capabilities.

Thanks to this, it is possible to obtain a predictive model of the behavior of bank customers with a fairly high 
degree of accuracy. It is worth noting that in order to make a prediction (forecast), it is necessary to study the 
context of the task, process the data, build various machine learning algorithms, evaluate the quality of the models 
and choose the best of them.
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1.  Introduction

Despite the constant and intensive development of 
banking marketing, the most common technique for in-
troducing new services to customers still remains the 
so-called cold calling. Its essence is to make phone calls 
with offers of various products to potential bank customers.  
The main goal of cold calling is extensive, that is, quantita-
tive, expansion and increase in the client base. Therefore, 
in the field of banking marketing, the issue of assessing 
the probability is especially relevant due to the high un-
predictability of the result of cold calling.

Currently, many banks benefit for themselves and their 
customers by processing and analyzing the data they store, 

while applying new methods of data analysis, including 
machine learning methods. However, it is rather difficult 
to compare the task with other similar banking tasks, since 
the information necessary to solve it is often kept secret.

But, despite corporate secrets, it can be said that there 
are projects related to the prediction of customer behavior,  
for example, in credit scoring (a system for assessing 
the creditworthiness (credit risks) of a person based on 
numerical statistical methods)  [1, 2]. There is also the 
task of classifying clients by the possibility of default, 
by fraud, by the interest of various banking products. 
Most of these problems are still far from being solved, 
but machine learning offers many methods, some of which 
are discussed in this paper.
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Real published cases on the application of new methods 
are, for example, in PrivatBank and Oschadbank  [3, 4].  
Among them: identification of patterns based on card trans-
actions, optimization of the sales funnel (funnel), modeling 
the probability of default for small businesses and others. 
However, machine learning does not play a key role here, 
but only an advisory one. Therefore, the next step for big 
business, in particular, for the banking system, is the ability 
to predict certain events. Since a bank usually has a huge 
amount of information about its customers that it can work 
with, the task has really great potential in practice. Recent 
studies  [5, 6] highlight that banks are looking for more 
ways to leverage product trends, market dynamics, customer 
behavior, and new technologies through rich data analytics.

Thus, the object of research is modern online services 
and machine learning libraries for predicting the proba
bility of a bank client’s consent to the provision of the 
offered services.

The aim of research is to analyze the possibilities of 
using online machine learning services and libraries for 
analysis, modeling and forecasting of the Python program-
ming language in order to predict the client’s response to 
the provision of banking services based on human data.

2.  Research methodology

For this research, a set of real data was used, collected by 
the National Bank of Portugal during a campaign to attract 
new customers to its own banking products in the amount  
of 45 thousand records  [7].

In the study sample, the following factors are available 
for analysis:

–	 age – client’s age;
–	 job – employment type;
–	 martial – marital status;
–	 education – level of education;
–	 housing – whether the client has a mortgage;
–	 loan – availability of a credit card;
–	 campaign – the number of contacts with the client 
during the advertising campaign;
–	 poutcome – the result of a past marketing campaign 
with this client;
–	 other less important factors.
The data used is raw, unprocessed data recorded by the 

bank’s marketing department, which makes it impossible 
to use it without pre-processing, which would lead it to 
a  form suitable for machine learning models. Therefore, as 
part of the mandatory data processing, an analysis of all 
data and parameters was carried out, taking into account the 
importance of existing factors and the type of their values.  
Also, to improve the quality of the analysis, the data was 
cleaned from outliers and the missing features were filled 
in with average values for the feature.

The following approaches were used to encode features:
–	 grouping of features;
–	 binarization of categorical features using the one-hot  
coding method;
–	 analysis of correlated features (removal at corr > 0.9);
–	 noise removal;
–	 class balancing;
–	 pass processing.
In the course of the study, one of the software tools 

in which the original problem was solved was IPython, an  
interactive shell for the Python programming language.

In the course of solving the problem, the following 
data processing methods were used  [8]:

1.  Classification:
–	 Gradient Boosting is a machine learning technique 
for classification and regression problems that builds 
a  prediction model in the form of an ensemble of weak 
models, usually decision trees.
–	 XGBoost is a library used in machine learning and 
provides functionality for solving problems related to 
regularization of gradient boosting.
–	 Random Forest is a random forest algorithm (a uni-
versal machine learning algorithm, the essence of which 
is to use an ensemble of decision trees. The decision 
tree itself gives an extremely low classification quality,  
but due to the large number, the result improves sig-
nificantly).
–	 Recurrent Neural Network is the recurrent neural 
networks (a type of neural networks where connections  
between elements form a directed sequence).
2.  Clustering:
–	 K-means – k-means algorithm (machine learning al-
gorithm that solves the clustering problem. It splits the 
set of elements of the vector space into a predetermined 
number of clusters k. The action of the algorithm is such 
that it seeks to minimize the standard deviation at the 
points of each cluster. This algorithm has become very 
popular due to its simplicity, clarity of implementation 
and sufficiently high quality of work).
When solving the problem of marketing foresight, the 

following libraries were used:
–	 Pandas (data processing and analysis);
–	 Numpy (work with multidimensional arrays);
–	 Math (work with numbers);
–	 Sklearn (machine learning algorithms);
–	 XGboost (adaptive boosting algorithms);
–	 Seaborn, ggplot, matplotlib (charts);
–	 Pybrain (neural networks).

3.  Research results and discussion

In the course of the research, data was processed (bina
rization, one-hot-encoding, standardization), correlation ma-
trices were built, and the sample was divided into training 
and test. For each model, the scales were adjusted and the 
required parameter values were set, after which the model 
was trained. The result of the models was evaluated by the 
ROC-curve and AUC (Area Under Cover). The results of 
measurements are shown in Table  1.

Table 1

Model evaluation indicators according to the ROC curve  
and AUC (Area Under Cover)

Data processing  
methods

Model  
evaluation results

XG 
Boost

Gradient 
Boosting

Random 
Forest

Neural 
Networks

AUC-ROC 0.948 0.945 0.941 0.955

As it is possible to see, neural networks have the best result.
As part of the study, a number of models were created 

using online services that provide data analysis services as 
a service (MLaaS). Among the many available solutions, 
the following services were chosen: BigML and Azure ML  
due to their availability and free.
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Azure ML is a cloud service built on top of Microsoft 
technologies and services. Data analysis is built by creating 
a simple scheme in the visual editor of the service  [9]. 
As with manual analysis, the chain of actions consists of 
loading the data into the tool, processing it into a form 
suitable for the model, and finally training the model. 
Thus, the scheme is shown in Fig. 1.

After running the developed scheme 
based on the two-class SVM mo
del, the following results were ob-
tained  (Fig.  2,  3).

BigML is a cloud-based machine 
learning service  [10] developed by 
BigML, Inc. of the same name. Un-
like the service from Microsoft, this 
service does not have any parameters 
to customize the learning process of 
the prediction model. The user only 
needs to upload the file, after which 
the service itself decides all data 
analysis issues. The model learned by 
the service coincided in quality with 
that in Azure ML, which indicates 
the similarity of the approaches used 
in these services (Fig.  4,  5).

Auto-sklearn is a library whose 
methods consist in unsupervised mo
del learning  [11]. The name «auto» 
itself indicates that the work in it is 
automatic: the model independently 
selects the best parameters. As the 
main hyperparameters, they usually 
set the time limit for searching for 
the optimal model (time_left_for_
this_task) and the time limit for 
running individual machine learning 
models  (per_run_time_limit).

The resulting model gave the fol
lowing results (Fig.  6):

–	 MSE = 0.0827;
–	 MAE = 0.0859;
–	 ROC AUC score = 0.9492.
Auto-sklearn allowed to obtain a 

model with higher quality compared 
to the gradient boosting (Gradient 
Boosting XGBoost) and random fo- 
rests (Random Forest) methods. How-
ever, it still turned out to be worse 
than the model obtained by using the 
neural network (Recurrent Neural 
Network).

Machine learning and data analy-
sis methods can help banks predict 
customer behavior with a fairly high 
degree of accuracy.

It should be noted that in order to make a predic-
tion  (forecast), it is necessary to study the context of the 
problem, process the data, build various machine learning 
algorithms, evaluate the quality of the models and choose 
the best one.

The use of telephone marketing allows to achieve sig-
nificant results in the sale of banking services. However, 
in order to effectively apply this method in practice, it 
is necessary to have a complete understanding of the 

interlocutor in order to interest the bank’s services. On 
the basis of personal information already available in the 
customer database, in particular age, marital status, edu-
cation level, information about the services provided, it 
is possible to formulate ideas about the interlocutor and 
the bank’s products that may be of interest to it.

 
Fig. 1. Data analysis schema in Azure ML cloud service

 
Fig. 2. TPR-FPR graph

 Fig. 3. The main metrics of the obtained SVM model
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Fig. 4. Description of the importance of parameters according to BigML

Fig. 5. Evaluation of the quality of the constructed model using BigML

 

 
 

 
 Fig. 6. Evaluation of the property of the constructed model by the Auto-sklearn library
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The introduction of artificial intelligence technologies, 
machine learning methods and data analysis in the bank-
ing sector will effectively explore the customer database, 
facilitate the formation of recommendations, forecasts and 
personalized and relevant specialized financial offers for 
each client.

Analysis of the extensive data stored in the bank helps 
to better understand the needs and expectations of each 
client. Therefore, further research will be related to the 
analysis and selection of the best algorithms for clustering 
internal and external data points, which will help create 
a holistic picture of the desires of each client and form 
the right target audience for banking services. Also an 
interesting area for research is the analysis of data on 
the current device of the visitor, its location, history of 
visits and history of interaction with the bank in order to 
assess the personalized experience of the client, which, of 
course, will increase the level of satisfaction and expand 
the volume of services provided. The introduction of such 
technological solutions will not only help to understand the 
needs and expectations of each client, but will also help 
banks maintain the efficient functioning of their offices.

4.  Conclusions

In the course of the study, in the interactive shell envi-
ronment for the Python programming language, a program 
was developed to build a model of the behavior of bank 
customers using data processing methods using gradient 
boosting, gradient boosting regularization, random forest 
algorithm and recurrent neural networks. The manual 
analysis of the data made it possible to build models with 
high quality – 94.8  %, 94.5  %, 94.1  %, 95.5  %. As part 
of the study, based on the same initial data, a number 
of models were created using online services. Using the 
Azure ML cloud service, a predictive model with an ac-
curacy of 88.6  % was built on the basis of a two-class 
SVM model. The BigML machine learning service made 
it possible to build a model with an accuracy of 88.8  %. 
Machine learning methods from the Auto-sklearn library 
made it possible to obtain a model with a higher qua
lity – 94.9  %.

The study found that machine learning and data analy-
sis methods can help banks predict the behavior of their 
customers with a fairly high degree of accuracy. It should 
be noted that in order to make a prediction (forecast), it 
is necessary to study the context of the problem, process 
the data, build various machine learning algorithms, eva
luate the quality of the models and choose the best one. 
At the same time, the libraries of the Python program-
ming language allow to better customize data processing 
and machine learning methods to obtain more accurate 
models than free cloud services that do not provide such 
capabilities.

The use of telephone marketing allows to achieve sig-
nificant results in the sale of banking services. However, 
in order to effectively apply this method in practice, it is 
necessary to have a complete understanding of the interlocu-
tor in order to interest the bank’s services. So, the study 
shows that based on personal information already available 

in the customer database, in particular age, marital status, 
education level, information about the services provided, 
it is possible to build a sufficiently high-quality model 
using machine learning methods. And also to formulate 
an idea about the interlocutor and the products of the 
bank that may be of interest to it.
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