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DEVELOPMENT OF A METHOD FOR 
CHANGING THE SURFACE PROPERTIES 
OF A THREE-DIMENSIONAL USER 
AVATAR

The object of study of this research paper is the processes of changing the properties of three-dimensional 
surfaces of a user avatar in real time. In the course of this work, the research addressed the limitations of existing 
solutions for synthesizing three-dimensional user avatars, particularly in terms of realism and personalization on 
mobile devices. Furthermore, the study tackled the challenge of efficiently adjusting color attributes without com-
promising the underlying texture information, ultimately enhancing user experience across various applications such 
as gaming, virtual reality, and social media platforms. A method consisting of three key components is proposed: 
pre-designed 3D models, multi-layer texturing, and software and hardware implementation. The multilayer textur-
ing approach includes different texture maps, such as diffuse and occlusion maps, which contributes to the smooth 
integration of texture attributes and the overall realism of 3D avatars. The real-time change of surface properties 
is achieved by mixing the diffusion map with other texture maps using the Metal hardware accelerator, allowing 
users to efficiently adjust the color attributes of their 3D avatars while preserving the underlying texture informa-
tion. The paper presents a software algorithm that uses the SceneKit game engine and the Metal framework for 
rendering 3D avatars on iOS devices. The result of the developed method and tool is a mobile application for the 
iOS platform that allows users to modify a digital 3D avatar by changing the model’s colors. The paper presents 
the results of testing the proposed methods, means and developed application and compares them with existing 
solutions in the industry. The developed method can be implemented in areas such as gaming, virtual reality, video 
conferencing, and social media platforms, offering greater personalization and a more immersive user experience.
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1.  Introduction

In recent years, 3D avatar synthesis has attracted con-
siderable attention from many software developers due to 
its wide range of applications and the growing demand 
for realistic digital representations of human faces. Thanks 
to the rapid development of computer vision, 3D graphics 
and machine learning technologies, 3D face avatar creation 
has become an important research area with the potential 
to revolutionize industries such as gaming, virtual or aug-
mented reality, teleconferencing and social media platforms.  

The ability to create personalized and expressive 3D face 
avatars not only provides a more immersive user experience, 
but also creates a sense of presence in the virtual envi-
ronment, which is crucial for effective communication. In 
addition, the development of efficient and accurate methods 
for generating 3D avatars can contribute to advances in 
other areas such as facial analysis, emotion recognition, 
and biometric authentication. The search for new methods 
and algorithms for creating 3D face avatars remains an 
active and important topic of modern research, shaping 
the future of digital human images and interaction.
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In turn, this work aims to solve the problems associated 
with rendering synthesized 3D models, paying attention 
to correct visualization, especially on mobile platforms. 
Mobile devices have become one of the most common 
platforms for using 3D avatars, given their wide availabi-
lity and accessibility. Therefore, it is important to ensure 
that rendering methods are optimized for these devices, 
which will allow for the creation of high-quality and visu-
ally appealing avatars while maintaining the efficiency of 
computer resources. Existing research in the field of 3D 
avatar synthesis, although it has made significant progress, 
is usually tested on PCs or laptops [1], whose hardware 
resources are very different from mobile devices.

By addressing rendering issues, including high color ac-
curacy, this study aims to improve the overall quality and 
consistency of 3D avatars on mobile platforms. New methods 
are explored and optimized to improve the rendering pro-
cess, taking into account factors such as lighting, shading 
and texture mapping, which have a direct impact on the 
perceived realism of avatars. In addition, the integration of 
advanced rendering techniques with the latest advances in 
computer vision is being explored to develop a robust and 
efficient pipeline specifically adapted for mobile devices.

In addition to the above tasks, this paper also addresses 
the problem of efficient real-time color modification of 3D 
face avatars. Current research in this area is mainly focused 
on creating 3D avatars the first time, without considering 
the subsequent modification of these avatars. As a result, 
when the initial texture synthesis is inaccurate or does not 
meet users’ expectations, they are left without the ability 
to change or improve the appearance of the avatar.

To solve this problem, this paper proposes a new method 
that allows users to make changes to the color attributes of 
their 3D avatars, such as skin tone, hair and eye or lip color, 
in real time. The developed method incorporates advanced 
rendering approaches using the Metal framework and the 
SceneKit game engine, which allows users to interactively 
improve and personalize their avatars even after the initial 
synthesis is complete. This gives users the ability to correct 
potential inaccuracies in texture synthesis and better match 
the avatar’s appearance to their preferences or purpose.

By addressing the problem of efficient runtime color 
modification, this work extends the capabilities of existing 3D 
face avatar generation methods and gives users more control 
over their digital images. This focus not only addresses the 
limitations of existing approaches, but also paves the way 
for more universal and user-centric solutions for creating 
and modifying 3D face avatars by leveraging the capabilities 
of the Metal framework and the SceneKit game engine.

Existing research on highly realistic 3D reconstruction 
of faces and characters has made significant contributions 
to the field, including the reproduction of skin tone and 
eye color [2–5]. Despite significant progress and the use 
of artificial neural networks for reconstruction, these ap-
proaches sometimes fail to cover the full range of skin tones 
and eye color, potentially leading to biased representations.

At the same time, studies on reconstructing semi-realistic 
and cartoon characters, such as [6–8], have also faced prob-
lems in preserving the diversity of skin tones, eyes, and 
other facial elements. These methods, although effective for 
converting 2D images into 3D models and avatars, often 
face difficult lighting conditions or unconventional artistic 
styles. Work [1] also describes the problems of detecting 
the correct eye color in the input data due to the small 

number of pixels and, as a result, generating a model with 
the wrong shade.

A number of research papers study the issue of color ing 
using neural networks, including three-dimensional face mo-
dels [9, 10]. Although these papers focus on model synthesis 
and subsequent coloring based on an achromatic input photo, 
the described approach can also be applied to modify the 
color of a chromatic model. In [9], a number of potential 
limitations of this approach are noted, such as sensitivity 
to occlusions and problems with identifying facial makeup. 
Inaccurate coloring can occur if the face is partially oc-
cluded or if there are accessories such as glasses or a hat.

In addition to possible color mismatches between the 
synthesized model and the input data, existing solutions 
in the industry usually do not provide for correction or 
modification of the results. The method proposed in this 
paper addresses these limitations by allowing users to edit 
skin tone, eye and lip color in real time using GPU ac-
celeration, providing a more accurate and diverse image of 
the user’s avatar, as well as flexibility in user customisation.

Therefore, the aim of the research is to develop a method 
and means for changing the color properties of 3D face 
avatars in real time.

The main hypothesis of the research is a method for 
changing the surface properties of a 3D image of a user’s 
avatar, which, by mixing texture maps of images and fo-
cusing algorithms on a low-level hardware accelerator, 
provides an extension of the functions of processing 3D 
surfaces in real time.

Practical value of the work – the developed means 
provide effective modification of the surface properties of 
a three-dimensional user avatar in real time, which will 
allow the creation of new and improvement of existing 
mobile applications in the fields of gaming, virtual reality, 
video conferencing and social media platforms.

2.  Materials and Methods

The object of research is the processes of changing the 
properties of three-dimensional surfaces of a user’s avatar in 
real time. To effectively conduct the investigation, various 
tools and technologies were employed. A pre-developed 3D 
model, created in Blender, served as the foundation for 
the avatar. Blender, a 3D modeling software, was utilized 
for this purpose. To achieve realistic and dynamic changes 
in the avatar’s appearance, sophisticated texture layering 
and mixing techniques were implemented.

For the development and testing of the application, 
xCode, Apple’s integrated development environment (IDE), 
was utilized. Swift, a powerful programming language tai-
lored for iOS development, was chosen for the project’s 
implementation. Metal, a low-level hardware-accelerated 
graphics API for Apple devices, was employed to render 
the 3D graphics efficiently. Additionally, SceneKit, a high-
level 3D graphics framework, facilitated the integration 
of 3D assets and enabled the manipulation of 3D objects 
within the application.

This research incorporated performance testing and 
optimization to ensure efficient GPU and energy usage. 
xCode’s built-in profiling tools and Instruments were uti-
lized for this purpose. These tools enabled the monitoring, 
analysis, and optimization of the application’s resource 
usage, thereby guaranteeing optimal performance in terms 
of GPU and energy consumption.
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3.  Results and Discussion

3.1.  Development  of  a  method  for  changing  the  surface 
properties of a three-dimensional user avatar. In this work, 
a method for changing 3D surfaces has been developed, 
which consists of the following components: a developed 
3D model, generated textures, and software and hardware 
implementation. A schematic representation of the method 
is shown in Fig. 1.

The pre-designed 3D model represents the shape of the 
user’s face and includes mixed shapes and/or geometric morphs 
to enable interaction with the model in AR/VR tools [11], as 
well as to provide modification of the model’s geometry [12].

OS Level

3D-model 2D-texture

Properties modification shaders

SceneKit

Metal

 
Fig. 1. Components of the 3D surface modification method

As for textures, a multi-layered texturing approach is 
applied, which includes a diverse set of texture maps such 
as diffuse maps, occlusion maps, etc. This multi-layered 
strategy ensures a seamless integration of different texture 
attributes, which contributes to the overall realism and 
visual appeal of the resulting 3D facial avatars.

On the software side, the method involves real-time 
modification of the diffuse texture, which is then blended with 
other texture layers using the Metal hardware accelerator.  
This real-time manipulation allows users to efficiently cus-
tomize the color attributes of their 3D avatars, while main-
taining the underlying texture information. Thanks to the 
use of the Metal framework, the rendering process remains 
resource-efficient and optimized for mobile platforms.

To change the eye color of the 3D avatar, a separate tex-
ture model was developed, which also involves software in- 
teraction with the Metal framework. In contrast to the ap-
proach described above, this solution allows mixing colors 
and generating gradient effects, providing a more natural look 
than traditional monochrome implementations. The developed 
method can also include texture layers to increase the visual 
authenticity of the eye’s reflection. In the course of the work, 
a mirror reflection effect was added to the eye texture model, 
which allows to convey the depth and emphasize the material 
properties of the 3D eye model during its rendering, as shown 
in Fig. 2, c. The formula for describing the gradient filling of 
the cornea consists of three components and is mathemati-
cally represented as a continuous function Gradient(p), where  
p is the position of the gradient, which varies from 0 to 1:
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where C1, C2 and C3 are RGB color vectors representing 
the gradient colors, and Gradient(p) is a vector of RGB 
colors at gradient position p. The Gradient(p) function is 
implemented in a shader program that runs on the graphics  
processor to create a continuous and smooth gradient across 
the surface of the 3D eye model. The values of the p para-
meters can be determined by the coordinates of a previously 
created texture map.

 
          а                   b                   с                     d

Fig. 2. An example of texture layering during eye rendering:  
a – without textures; b – mixing the cornea texture; c and d – mixing  

the texture with a glare

Thus, the proposed method for modifying 3D surfaces 
consists of a synergistic combination of pre-designed 3D 
models, multi-layer texturing, and real-time software modi-
fication. This method allows to expand the modification 
possibilities, while maintaining the realism and authentic-
ity of 3D avatars, demonstrating the potential for more 
informed and user-oriented solutions in the field of 3D 
avatar generation and modification.

3.2.  Development of a means for changing surface prop-
erties  of  a  three-dimensional  image  of  a  user’s  avatar. 
To achieve efficient and visually appealing results, the 
approach developed in this work to render models for 
changing facial and eye color on the iOS mobile platform 
uses the SceneKit game engine and the Metal framework. 
The algorithm of the proposed tool is shown in Fig. 3.

The algorithm shown in Fig. 3 describes the follow-
ing steps for changing the properties of three-dimensional 
avatar surfaces:

Step 1. Initialize the SceneKit game engine, which 
provides high-level 3D graphics capabilities, and the Metal 
framework for low-level GPU management that optimizes 
performance on iOS devices.

Step 2. Uploading a pre-designed 3D face model consist-
ing of mixed shapes and/or geometric morphs [11, 12] to  
reflect the user’s unique facial features.

Step 3. Loading shaders for modifying facial properties. 
This step involves setting up and adding all the necessary 
texture layers to the scene.

Step 4. Loading the shaders for modifying the eye pro-
perties of the avatar model. As in the previous step, at 
this stage, textures are blended, but a different shader is 
used exclusively to modify the eye colors.

Step 5. Rendering the entire scene, including models, 
textures, and shaders, using the SceneKit game engine.

Step 6. Manage the scene at a high level using the 
built-in methods of the SceneKit game engine and Metal 
to modify shader parameters.

Examples of application of the developed method and 
tool are shown in Fig. 4 and Fig. 5. It is worth noting 
that Fig. 4 shows various modifications of eye colors us-
ing the texture blending model along with the generation 
of gradient color effects. This was achieved by using the 
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Metal framework, which allows to dynamically adjust the 
color and effectively reproduce these changes.

Start

SceneKit initialisation

3D model loading

Is the required 
material accuracy 

achieved?

NoIntegration of texture 
blending 

End

Face/eye shaders setup

Are the required 
model colours 

achieved?
Modification of shader 

parameters 

Scene rendering

No

Yes

Yes

 
Fig. 3. Algorithm of the method of changing the properties  

of a three-dimensional avatar

 
Fig. 4. An example of changing the eye color of a model in real time

 
Fig. 5. An example of changing the properties of face elements

Fig. 5 shows the flexibility of the developed method, 
which allows changing individual parts of the model, such 
as eyebrows, lip color and skin color.

The modifications depicted occur in real time, while 
maintaining a frame rate of 60 fps, demonstrating the ef-
fectiveness of the joint operation of the Metal framework 
and the SceneKit game engine.

The proposed method can also be used to specify any 
area of the model for real-time modifications, along with 
the use of texture blending techniques. As a result, users 
can easily customize specific areas of the model, resulting 
in a higher level of personalization and a more immersive 
user experience.

In addition, the use of texture blending methodology 
within the proposed approach allows for the integration 
of multiple texture layers, resulting in a more realistic 
and detailed representation of the model. This feature 
demonstrates the advanced capabilities of the Metal frame-
work in solving complex rendering tasks while optimising 
performance on iOS devices. Thus, the proposed method 
serves as a powerful tool for creating and modifying 3D 
avatars that meets a wide range of applications and user 
requirements with high flexibility and efficiency.

In the course of this work, performance testing was 
carried out on three different mobile devices: iPhone X 
under iOS 15.6.1, iPhone 12 Pro under iOS 16.1.1, and 
iPad Pro 11’ (1st generation) under iOS 16.3. The results 
showed stable performance: all devices reached a stable 
60 frames per second with consistent modification of the 
avatar color attributes, as shown in Fig. 6, which displays 
the system window for profiling and configuring iOS ap-
plications in the xCode environment. It is worth noting 
that up to 10 frames were lost during the rapid change 
of eye color on the iPhone 12 Pro device.

This may indicate that there is room for improve-
ment in the shader for changing the properties of the 
eye model, which can be a computationally challenging 
task. In addition, the performance of the iPhone 12 Pro 
could be affected by the less stable version of iOS 16. 
Nevertheless, the results on the iPhone X and iPad Pro 
demonstrate the stability and effectiveness of the proposed 
method for modifying the color attributes of 3D avatars 
on mobile devices.

It is important to note that during the performance 
testing, it was found that all devices had a high energy 
impact, and the GPU had high load values because the 
rendering method takes place on it, as shown in Fig. 7, 
which shows the energy profile of the developed applica-
tion when testing the proposed method on an iPad 11’.

The obtained results highlight the importance of op-
timization and efficient resource management in order 
for the developed method to remain effective and ef-
ficient on mobile devices, especially in terms of energy 
consumption. In order to reduce the energy impact of 
the proposed method, it may be necessary to implement 
energy-saving techniques such as dynamic power manage-
ment or GPU-accelerated algorithms to optimize GPU 
performance and minimize power consumption. Reducing 
the number of polygons in the synthesized model and 
using smaller texture maps can also be a potential method 
of optimizing the power consumption of the device, but 
it should be noted that a significant reduction in these 
elements may lead to a decrease in the quality of the 
rendered model.
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3.3.  Discussion  of  the  research  results. Compared to 
solutions for highly realistic 3D reconstruction of faces and 
characters [2–5], the method developed in this paper offers 
advantages in terms of color accuracy, visual diversity and 
user-friendliness, as it allows to expand the range of skin 
tones and eye color of a 3D avatar and avoid biased images.

The methods developed in the course of this work involve 
interaction with pre-designed 3D models that are stylistically 
similar to solutions for creating semi-realistic and cartoon 
avatars [6–8]. Since these solutions usually use approaches to 
create 2D textures of the user’s face similar to those used in 
highly realistic reconstructions, the original avatar model may 
have visual inaccuracies, such as incorrect eye color [1] or 
other facial elements. In contrast, the developed method solves 
these problems by allowing users to edit skin tone, eye, lip, 
and eyebrow color in real time using GPU acceleration. This 
allows for a more accurate and varied representation of the 
user’s avatar, as well as greater flexibility in user customization.  
Real-time editing capabilities provide users with a more en-
gaging and interactive experience, allowing them to create 
personalized solutions that match their unique preferences.

A widely used solution in the scientific literature for 
simulating synthetic avatars is game engines based on OpenGL 
or DirectX [13]. However, the use of these tools is not the 
most optimal choice for mobile platforms [14] because their 
operating systems, such as iOS, have their own hardware 
accelerator. That is why an important component of the 
developed method is the use of the built-in Metal framework 
and the SceneKit game engine, which is the most efficient 
approach to rendering for iOS mobile applications [14]. This 

ensures smooth and fast interaction of user avatar modifica-
tion on devices, keeping the system productive and optimized 
in terms of the use of mobile device resources.

The current research had a number of limitations and 
shortcomings, which should be taken into account when 
the suggested solutions are put into reality or when doing 
additional theoretical research. One limitation is the focus 
on iOS devices, which may not be representative of the 
performance and capabilities of other platforms. Although 
the developed method could potentially be applied to other 
mobile platforms using different shader languages and game 
engines, the current study only considers its implementation 
on iOS devices. This could restrict the generalizability of 
the findings and their application to other devices, ope-
rating systems, or hardware configurations. Additionally, 
while the potential for hair change was mentioned in the 
work, the study does not explore the possible benefits of 
creating a separate shader for hair rendering. Implementing 
a dedicated shader for hair rendering could result in more 
visually natural and appealing effects, enhancing the overall 
experience for users. Future research could expand upon the 
current findings by exploring cross-platform compatibility, the 
implementation of the developed method on other devices 
and operating systems, and the development of dedicated 
shaders for specific avatar components, such as hair.

4.  Conclusions

In the course of the work, the existing solutions for the 
synthesis of three-dimensional user avatars in the industry 

 
Fig. 6. GPU performance during testing of the developed models on iOS devices

Fig. 7. Indicators of device power consumption during testing of the developed models on iOS devices
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and on mobile devices were analysed. The problems of 
adjusting and changing the properties of the surfaces of 
the original models are identified. A hypothesis is pre-
sented regarding a possible solution to this problem on 
mobile devices using built-in methods and means to ensure 
high quality rendering. The purpose and main tasks of the 
study to test the presented hypothesis are formed, which 
were successfully completed in the course of the research.

A method for modifying the properties of 3D surfaces 
has been developed that offers advanced avatar modifica-
tion capabilities while maintaining a high degree of realism 
and reliability of the resulting 3D face avatars.

The developed method for modifying the properties of 
3D surfaces consists of three key components: a pre-designed 
3D model, generated textures, and software and hardware 
implementation. This method is aimed at improving the 
editing and realism of 3D avatars, in particular, for changing 
the color of facial and eye elements on mobile platforms. 
The proposed solution involves a multilayer approach to 
texturing using various texture maps, such as diffuse and 
occlusion maps, which contributes to a smooth combination 
of texture attributes and the overall realism of 3D avatars.

In the course of the work, was developed a software 
algorithm that uses the SceneKit game engine and Metal 
framework for rendering 3D avatars on iOS devices. SceneKit 
simplifies the rendering process by providing high-level 3D 
graphics capabilities, while Metal offers precise control over 
the rendering pipeline to optimize performance. By using 
shaders, this approach allows for real-time programmatic 
changes to color attributes, while maintaining resource ef-
ficiency and minimizing the size of the application.

The result of the developed method and algorithm is 
a mobile application for the iOS platform, which allows the 
user to modify a digital 3D avatar by changing the model’s 
colors. The developed system is scalable, and due to the 
use of a built-in game engine and hardware accelerator, 
the rendering and modification algorithm is performed in 
the most optimized way on a mobile platform, compared 
to common solutions in the industry. The system can be 
implemented in augmented and virtual reality solutions. The 
example of the developed method demonstrates potential 
modifications of the user’s facial elements, such as chang-
ing the color of lips, eyes, eyebrows and skin. During the 
testing of the developed system and methods, stable frame 
rates (60 frames per second) were obtained, as well as high 
energy consumption of the device and conclusions about 
the potential improvement of these metrics were made.

The developed method can be applied to numerous 
applications in industries such as gaming, virtual reality,  
video conferencing, and social media platforms. By enabling 
users to easily customize specific areas of their 3D avatars, 
this approach offers increased personalization and a more 
immersive user experience.
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