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STUDY OF THE PROCESS OF 
IDENTIFYING THE AUTHORSHIP 
OF TEXTS WRITTEN IN NATURAL 
LANGUAGE

The object of the research is the process of identifying the authorship of a text using computer technologies with 
the application of machine learning. The full process of solving the problem from text preparation to evaluation of 
the results was considered. Identification of the authorship of a text is a very complex and time-consuming task 
that requires maximum attention. This is because the identification process always requires taking into account  
a very large number of different factors and information related to each specific author. As a result, various 
problems and errors related to the human factor may arise in the identification process, which may ultimately lead 
to a deterioration in the results obtained.

The subject of the work is the methods and means of analyzing the process of identifying the authorship of  
a text using existing computer technologies. As part of the work, the authors have developed a web application for 
identifying the authorship of a text. The software application was written using machine learning technologies, 
has a user-friendly interface and an advanced error tracking system, and can recognize both text written by one 
author and that written in collaboration.

The effectiveness of different types of machine learning models and data fitting tools is analyzed. Computer 
technologies for identifying the authorship of a text are defined. The main advantages of using computer techno
logy to identify text authorship are:

– Speed: computer algorithms can analyze large amounts of text in an extremely short period of time.
–  Objectivity: computer algorithms use only proven algorithms to analyze text features and are not subject  

to emotional influence or preconceived opinions during the analysis process.
The result of the work is a web application for identifying the authorship of a text developed on the basis of 

research on the process of identifying the authorship of a text using computer technology.
Keywords: normalization, toning, lemmatization, stop word, machine learning, classical model, deep model, 

LSTM, GRU, web-application.
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1.  Introduction

Identification and analysis of necessary information in 
arrays of unstructured text documents written in natural 
language is one of the most important tasks implemented 
in information systems of any complexity and scale of pro­
cessed data.

We live in a world that is increasingly filled with digital 
assistants that allow to interact with vast information resources. 
Part of the appeal of these smart devices is that they don’t 
just transmit information, but also understand it to some 
degree, facilitating high-level communication. At the same 
time, the data is combined, filtered and summarized into 
a  form that is easier to digest. Applications such as machine 
translators, Q&A systems, voice information transcription and 
text summarization tools, as well as chatbots are becoming  
an integral part of our lives in the computer world  [1].

Traditional methods of processing based on fast and simple 
classical algorithms no longer correspond to the growth rate 
of volumes of information resources in the form of unstruc­
tured documents, mail messages, etc. That is, traditional 
algorithms and methods of working with text documents 
do not meet modern conditions.

Identifying the authorship of texts is a very useful, but 
at the same time rather difficult task. This prompts both to 
look for new and to improve old ways to solve this problem 
in order to facilitate its process, which leads to the appea­
rance of many studies within the framework of this topic.  
For example, in work  [2] various methods of classical ma­
chine learning were studied, with the help of which an ex­
periment was conducted to identify the author of the text.  
This experiment used support vector machines (SVM), naive 
Bayes method, multilayer perceptron (MLP), logistic regres­
sion (LR), stochastic gradient descent (SGD) and ensemble 
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learning methods, including extra trees. Each of these me­
thods was applied to three data sets of different sizes, which 
were formed from newspaper articles and included 10, 15,  
and 20  authors. The data vectors were formed using a sta­
tistical indicator  (TF-IDF) using 1-gram and 2-gram word 
tokens. According to the results of this experiment, it can 
be said with confidence that the use of machine learning 
methods to identify the authorship of a text is quite an 
effective solution, because during the experiment it was pos­
sible to achieve the accuracy of author recognition in the 
region of 93–97  %, which is a rather good result.

It is also possible to highlight the work  [3], which de­
scribes a system for identifying the authorship of the text, 
the main elements of which are blocks of stemming and 
embedding, classification and visualization of results. When 
studying the work of the system on the data of the works 
of Ukrainian writers, a classification result was obtained at 
the level of 98  % when comparing two authors in pairs.

Mathematical methods of identifying the author of the 
text are investigated in  [4]. With the help of the method 
of analysis of hierarchies, the optimal method for solving 
the problem is chosen according to certain criteria, the 
method of statistical analysis for the identification of the 
text of Ukrainian literature.

In  [5], it is about the use of a deep learning approach to 
solve the problem of authorship identification. The work with 
recurrent LSTM and GRU networks, as well as models trained 
on the C50 and BBC data corpus using various algorithms 
for data embedding, were considered in the study. As a result, 
it turned out that although GRU is definitely less accurate 
than LSTM, if it is about relatively small data sets, it is 
more appropriate to use GRU, because on such sets it usually 
outperforms LSTM and at the same time works much faster.

All this indicates that it is extremely important to look 
for new approaches and means of processing information 
resources and their integration into information systems 
that already exist or are being developed.

The aim of research is to investigate the possibilities 
and expediency of using machine learning models to solve 
the problem of text authorship identification, the use of 
Python tools, online cloud services and libraries for practical 
implementation. In accordance with the goal, the following 
research tasks were set and solved in the work:

–	 Get acquainted with the subject area.
–	 Get acquainted with research in the subject area.
–	 Investigate available methods for identifying text 
authorship.
–	 Investigate the process of identifying text author­
ship using machine learning methods.
–	 Investigate the effectiveness of using classic machine 
learning models to solve the problem of identifying 
text authorship.
–	 Develop deep machine learning models to solve the 
problem of text authorship identification.
–	 Develop an application for identifying the authorship  
of the text based on the conducted research.
–	 Test the application for identifying the authorship 
of the text.

2.  Materials and Methods

2.1.  Methodology for identification of text authorship. 
Identification of text authorship is the process of trying 
to identify the probable authorship of a document based 

on documents whose authorship is known  [6]. It can be 
useful in various areas of our lives, for example, in the field 
of journalism in law enforcement agencies or literary studies. 
In the field of journalism, knowledge of authorship can be 
useful for verifying the reliability of published or received 
information. In turn, in the field of law enforcement agencies, 
establishing the authorship of the required text can become 
an important evidentiary basis for opening a criminal case. 
And in the field of literary studies, knowledge of the author­
ship of a text can help to follow the creative evolution of 
a writer or even discover new styles and genres.

The authorship identification process is based on the 
search and further analysis of stylistic features of the author’s  
writing and speech in order to reveal features that will be 
unique to it. It can be anything, for example, the use of rarely  
used vocabulary or peculiarities of the placement of punc­
tuation marks in the text. The main thing is that it should 
be a unique set of factors that would allow identifying the  
right author.

2.2.  Problem solving. The main approaches to solving 
the task of identifying the authorship of a text can be con­
sidered: the use of statistical analysis methods, the involve­
ment of experts, and the use of machine learning methods. 
Let’s consider in more detail what the use of each of these 
approaches involves, highlighting their strengths and weak­
nesses in parallel.

The use of statistical methods is an approach that uses 
different statistical methods to analyze and compare diffe­
rent characteristics of texts, for example, the frequency of 
occurrence of words, phrases and sentences can be compared. 
Statistical methods can be divided into univariate and mul­
tivariate Univariate methods are methods of data analysis 
that are used in cases where there is a single measurer to 
evaluate each element of the sample, or there are several 
measurers, but each variable is analyzed separately from all 
others  [7]. Multivariate methods are used to evaluate the 
data of each sample element, two or more measures are used, 
and variables are analyzed simultaneously  [7].

Advantages of using statistical methods: it is possible to 
work with a small amount of texts; it is not necessary to 
have deep knowledge of linguistics or other related sciences.

Disadvantages of using statistical methods: it is vulner­
able to changes in the author’s style; does not take into 
account the context and semantics of the text; authors 
with a similar writing style cannot be distinguished.

Expert text analysis – this approach involves the involve­
ment of linguists or other experts from related fields who 
are engaged in text analysis and have sufficient experience to 
determine the stylistic and other characteristics of the text.

The advantages of expert analysis are: high accuracy of 
determining authorship; the possibility of identifying unique 
characteristics of the author’s style that cannot be  detected 
by other methods.

Disadvantages of expert text analysis: expert assess­
ments are subjective; it is necessary to spend time looking 
for experts; high price for expert services.

The use of machine learning methods – this approach con­
sists in the use of various computer algorithms and machine 
learning methods to recognize the style and characteristics 
of the text that may indicate its author.

The approach has the following advantages:
–	 high accuracy of determining authorship, especially 
when using a large amount of text data for training;
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–	 the possibility of using for automated analysis of large  
volumes of text;
–	 the possibility of identifying unique characteristics 
of the author’s style, which cannot be detected by 
statistical methods.
Disadvantages of using machine learning methods: the 

need for a large amount of text data for training; limitation  
in recognition of similar authors or co-authorship.

2.3.  Authorship identification using machine learning 
methods. Before talking about the authorship identification 
process itself, it is necessary to define what machine learning 
is a branch of artificial intelligence and informatics that 
focuses on the use of data and algorithms to imitate the 
way of human learning [8]. This branch is focused on solv­
ing a sufficiently large number of different problems, such 
as classification, generation, or data analysis. It is divided 
into different areas of research, each of which has its own 
set of techniques and algorithms for solving problems of 
a certain type. Looking at the task of identifying author­
ship in the context of the field of machine learning, it can 
be attributed to the tasks of text classification, which are 
solved in the field of natural language processing (NLP), 
which is a field of machine learning focused on human lan­
guages. This includes both written and spoken languages [9]. 
Solving any natural language processing problem (in our 
case, it is a classification problem) can be divided into the 
following main stages: the stage of text data preparation; 
data embedding stage; stage of preparation and training of 
models; stage of evaluation of results.

These steps must be performed one after the other in the  
same order as they are presented in the list above.

The text data preparation stage is a complex process of 
preparing text data in order to be able to use it further 
in machine learning methods. This stage includes processes 
such as collection, normalization of text, extraction of stop 
words and lemmatization.

The final result of this stage is the creation of a corpus. 
In the field of NLP, a corpus is a set of texts, which can 
be a  collection of movie reviews, comments or author’s 
works  [9].

The first thing to do when creating a corpus is to nor­
malize the text – this is a process that is needed to clean 
the text from unnecessary information. Usually, these are 
punctuation marks and different case of characters. The 
final result of the normalization process is usually lowercase 
text that has no punctuation marks.

The second thing to do when creating a corpus is to 
remove all stop words from the normalized text – these are  
words that are found in a large volume of texts and do 
not have a special semantic load  [4].

Extraction of stop words helps to facilitate further 
analysis of the corpus in machine learning models, increa­
ses the accuracy of the obtained results.

The third thing to do when creating a corpus is to per­
form lemmatization of the text. Lemmatization is a method 
of normalization, i.  e. grouping of changed terms to their 
basic form determined by the corresponding part of speech 
in the given text  [9].

The main goal of lemmatization is to reduce the dimen­
sionality of the vocabulary space and improve the accuracy 
of text processing by machine learning models. After per­
forming all the previous actions, the body will be received, 
which will be prepared for further work.

The data embedding stage is a complex process that 
transforms words or tokens of text into numerical vectors 
that are used for further analysis and understanding of 
the text by mainframe computers. The goal of this process 
is to represent words that are close in context and/or  
semantics with close numerical vectors. This stage includes 
processes such as toning and applying data embedding 
techniques. The first thing to do at this stage is to tone 
the data.

After the tokenization process is complete, it is necessary 
to choose one of the data embedding methods to convert 
the text into numeric vectors. The main data embedding 
methods are bag of words and TF-IDF.

To complete the embedding stage, it is necessary to 
choose and use one of the above methods, after which it 
is possible to receive a corpus of data that is completely 
ready for use in the field of machine learning.

The stage of preparation and training of models is the 
most important for solving any problem in any field of 
machine learning. This stage includes such processes as 
creating or selecting an existing model that may be suitable  
for solving the given task and training this model on the 
prepared data.

A machine learning model is an algorithm that has 
been trained to recognize certain types of patterns  [10]. 
Models play a key role in solving any problems related to 
machine learning and are built to predict the probabilities 
of regularities or determine sequences. Machine learning 
models can be divided into two categories, namely classical  
and deep learning.

Classical learning models are models based on classical 
mathematical algorithms  [11].

Advantages of classical learning models: well suited 
for small data sets; easy to use; do not require a lot of 
computing power.

Disadvantages of classical learning models: low accuracy 
on large data sets; difficult to detect complex functions.

Deep learning models are models based on the use of 
neural networks  [11].

Advantages of deep learning models: suitable for tasks 
of high complexity; good accuracy on large datasets.

Disadvantages of deep learning models: they require 
significant computing power.

In the framework of this work, both classical and deep 
learning models were used, which are suitable for solv­
ing the problem of authorship identification. The work 
algorithms of some classic models are considered: Logistic 
Regression, Decision Tree Multinominal NB, Multi-layer Per­
ceptron (MLP) [12]. In addition, the algorithm of some deep 
models: Long Short-Term Memory (LSTM), Gated Recurrent 
Unit  (GRU)  [13] was studied.

The stage of evaluating the results helped to determine 
how well the model fulfills the task set before it.

The models were evaluated according to the follow­
ing metrics:

–	 confusion matrix is a matrix that shows the number 
of correct and incorrect classifications for each class;
–	 accuracy is the ratio of the number of correctly 
classified examples to the total number of examples;
–	 loss is a measure of model error that measures how 
well the model predicts the output values;
–	 F-measure is the average value between precision and 
completeness, needed to evaluate the balance between 
precision and completeness.
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2.4.  LAV software application. The application was imple­
mented in the Python programming language. To work with 
machine learning models, the Keras library was used, which 
is a deep learning API written in Python that runs on top 
of the TensorFlow machine learning platform. It was deve­
loped with an emphasis on providing fast experiments  [8].

To work with data, the Pandas library, which is used to  
work with data sets, is used  [9].

To work with Ukrainian texts, the simplemma library 
was used – it is a library that provides a simple and mul­
tilingual approach to finding basic word forms. And also, 
langdetect is a library for recognizing the language in which 
the text was written.

Streamlit, an open source library that makes it easy 
to build and share beautiful, custom web applications for 
machine learning and data science [10], was used to develop 
the user interface. This library made it possible to create 
a  beautiful and functional web user interface without the 
need to go outside the Python ecosystem.

The LAV software application partially implements 
a  general algorithm for solving problems in the field of 
natural language processing. But with one difference – the 
application does not train models, but has ready-made ones.

The application has an object-oriented structure, its 
functionality is divided into two main classes:

1)  TextClassifier is responsible for all work with ma­
chine learning models;

2)  program is responsible for working with class func­
tions and displays the user interface.

These classes have their own set of methods.

2.5.  Computational experiment. The computational ex­
periment was performed in the Google Сlaboratory cloud 
service – this web service is aimed at simplifying the process 
of research in the field of machine learning. The service 
provides access to machines with a connected video card 
and a large amount of RAM, which significantly speeds 
up the work process. Also, the service provides an al­
ready prepared ecosystem for the research process due to 
the fact that the main libraries that may be needed for 
work in the field of machine learning are already installed  
by default.

The experiment was conducted using the Python lan­
guage and the following libraries:

–	 Keras was used to work with deep learning models;
–	 Pandas was used to work with data;
–	 Simplemma was used to work with Ukrainian texts.
Libraries for working with data are also additionally 

applied: NLTK is a package of libraries and 
programs for symbolic and statistical text pro­
cessing. It is used to develop programs that work 
with language, in particular for computational or 
empirical linguistics, cognitive science, artificial 
intelligence, information retrieval, and machine 
learning. And NumPy is a library that adds 
support for large multidimensional arrays and 
matrices, along with a large collection of func­
tions for mathematical processing of data from  
these arrays.

For the presentation of graphs and charts, 
the following was used:

–	 Matplotlib is a library that allows to create  
graphs, charts, histograms and other data  vi­
sualizations;

–	 Scikit-learn is a library of classic machine learning 
methods that includes a set of tools for classification, 
regression, etc.
Data is the basis for any problem in the field of ma­

chine learning, because it is based on them that a model 
is built to solve the given problem. As part of this work, 
a separate data corpus was formed, which contains the 
texts of six well-known Ukrainian authors. It contains 
the works of: Ivan Bagrianyi, Volodymyr Vynnychenko, 
Panas Myrnyi, Olha Kobylianska, Ivan Nechui-Levytskyi 
and Taras Shevchenko. The corpus is presented in CSV 
file format.

3.  Results and Discussions

As a result of the computational experiment, four popular 
models of classical learning were tested, as well as work 
with deep learning models was carried out by creating 
and testing 2 models of the LSTM and GRU types.

The effectiveness of the following models was investi­
gated: Logistic Regression; Decision Tree; Multinominal NB;  
Multi-layer Perceptron.

The following configuration was used to train these 
models: input data to the models is a corpus of authors 
of Ukrainian literature. The embedding methods are bag 
of words and TF-IDF. 1-grams and 2-grams are used as 
data toning methods. All model algorithms are implemented 
using scikit-learn library and they all work in default mode. 
The analysis was carried out and the models that give the 
best indicators were selected.

All studies were conducted with different types of data 
embedding, with the aim of finding the best one. Bag of 
words and TF-IDF methods were used during the research 
with two types of n-grams: 1-grams and a combination 
of 1-grams and 2-grams. The models were trained on the 
created data corpus of Ukrainian authors, which includes: 
a collection of works by 6 Ukrainian authors. The results 
are presented in Fig.  1,  2.

All studied models can be used to solve the prob­
lem of authorship identification. If to look at the clas­
sic models, then the models whose data passed through  
TF-IDF performed best. On average, such models have 2 % 
higher accuracy than similar models, but coded with a bag  
of words.

And using combinations of n-grams together with TF-IDF 
helped increase the accuracy by 1–4 %. But in the case of bag 
of words, on this data set the models showed even lower ac- 
curacy, it can drop from 2  % to more than 10  %.

Fig. 1. Results of LSTM training period in 10 epochs
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The following models showed the best results: Decision 
Tree – 95.80  % accuracy (Bag of words+1-gram) Multi-
layer Perceptron 88.58 % accuracy (TF-IDF+n-gram combi­
nation). As for deep learning models, they showed quite 
similar results. For the same period of their training, their ac­
curacy fluctuates around 95 %. GRU 94.63 % LSTM 94.59 %.  
One GRU training epoch took 800 seconds on average, while 
one LSTM training epoch took 900 seconds on average.  
The GRU proved to be more effective.

Currently, texts remain the main way to receive, store or 
distribute information, so the need to identify their authorship 
has always existed and in the most diverse areas of everyday 
life. Despite the rapid rate of increase in the amount of 
information, its quality leaves much to be desired. Most of 
the textual information that surrounds us is unstructured, 
fake or unreliable, so the need to identify the authorship of 
textual information has become more relevant than ever before.

Many different tools have been developed to solve the 
problem of identifying the authorship of texts. But to solve 
this problem in the conditions of a large amount of informa­
tion with the help of existing identification methods, it is  
necessary to make considerable efforts.

Increasingly, there is a need for a certain level of auto­
mation of the identification process. That is why the results 
of the use of machine learning technologies obtained in the 
course of the study are of practical importance and allow 
to achieve a certain level of automation of the process 
of identifying the authorship of texts.

Certain limitations are created by the fact that text data 
can be stored in different formats, and when processing such 
data, separate mechanisms and algorithms for preprocessing, 
indexing, and information extraction must be taken into 
account. A promising direction of further research in this 
subject area is the development of an algorithm for the 
classification of text files, which may include additional 
processing of texts, namely, the creation of such structures 
as thesauruses, evaluation of the possibility of text classifica­
tion; selection of fragments using regular expressions.

Knowing about the authorship of a text provides many 
advantages and can influence many things. For example, it 
can change its general perception, calling into question the 
reliability of the information in this text, or help determine 
whether a given text has any artistic historical or scientific 
value. In addition, the possibility of applying the results 
of the linguistic examination of the authorship of textual 
information to detect plagiarism in student works in the 
conditions of distance education is interesting and promising 
from the point of view of further research.

4.  Conclusions

It is shown that the identification of the 
authorship of texts is a very useful, but at the 
same time rather difficult task. 

This prompts both to look for new and to 
improve old ways to solve this problem, in order 
to facilitate its process, which leads to the ap­
pearance of many studies within the framework 
of this topic  [3–6].

Within the framework of this study, an analy­
sis of the effectiveness of four classic machine 
learning models and two deep machine learning 
models based on the LSTM and GRU archi­
tecture, which are suitable for solving the task 
of identifying text authorship, was carried out. 

In NLP terms, the task can be classified as a multi-
cluster classification task – assigning text to two or more 
categories. In this case, the author of the text can be consi­
dered a category.

Based on the research results, an application was im­
plemented in the Python programming language. Using 
Python provided the following benefits:

–	 cross-platform – allows to write the code only once 
and then simply use it on different platforms;
–	 versatility makes it possible to completely change the  
type of application, if necessary, Python supports writ­
ing application programs and web applications;
–	 easy syntax allows to be less distracted by the nuan­
ces of the language itself and to concentrate more on 
solving the given task;
–	 large database of ready-made libraries allows to use 
many possibilities without thinking about how they work 
in the middle, concentrating attention on the solved tasks.
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