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AN OVERVIEW OF CURRENT ISSUES 
IN AUTOMATIC TEXT SUMMARIZATION 
OF NATURAL LANGUAGE USING 
ARTIFICIAL INTELLIGENCE METHODS

The object of the research is the task of automatic abstracting of natural language texts. The importance of 
these tasks is determined by the existing problem of creating essays that would adequately reflect the content of the 
original text and highlight key information. This task requires the ability of models to deeply analyze the context 
of the text, which complicates the abstracting process.

Results are presented that demonstrate the effectiveness of using generative models based on neural networks, 
text semantic analysis methods, and deep learning for automatic creation of abstracts. The use of models showed 
a high level of adequacy and informativeness of abstracts. GPT (Generative Pre-trained Transformer) generates 
text that looks like it was written by a human, which makes it useful for automatic essay generation.

For example, the GPT model generates abbreviated summaries based on input text, while the BERT model is 
used for summarizing texts in many areas, including search engines and natural language processing. This allows 
for short but informative abstracts that retain the essential content of the original and provides the ability to pro-
duce high-quality abstracts that can be used for abstracting web pages, emails, social media, and other content. 
Compared to traditional abstracting methods, artificial intelligence provides such advantages as greater accuracy, 
informativeness and the ability to process large volumes of text more efficiently, which facilitates access to infor-
mation and improves productivity in text processing.

Automatic abstracting of texts using artificial intelligence models allows to significantly reduce the time re-
quired for the analysis of large volumes of textual information. This is especially important in today’s information 
environment, where the amount of available data is constantly growing. The use of these models promotes efficient 
use of resources and increases overall productivity in a variety of fields, including scientific research, education, 
business and media.
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1.  Introduction

Every day, the amount of information stored in the form 
of texts is growing rapidly, and the process of analyzing and 
understanding them is becoming more and more difficult 
for people. In this regard, there is a need for effective 
methods of automatically creating a concise content of texts, 
which allows to highlight key information and create short,  
meaningful conclusions from large volumes of data.

Automatic abstracting of natural language texts (Auto-
matic Text Summarization) is an active area of research in 
the field of natural language processing and artificial intel-
ligence. The purpose of automatic abstracting is to create 
a compact representation of the content of the text, which 
reflects its main essence and important details. This may 
include highlighting key facts, events or ideas, and avoiding 
repetition and non-essential details.

Thus, the development of effective automatic text referenc-
ing systems is an urgent task that can have a significant impact 
on the development of natural language processing technologies 
and facilitate the analysis of large volumes of information.

Automatic abstracting of natural language texts us-
ing artificial intelligence methods remains a very relevant 
topic in the modern world. Due to the growing amount 
of information on the Internet, the importance of fast and 
efficient processing of text information is becoming more and  
more noticeable.

Automatic abstracting of texts is of great importance 
for various industries, including news analysis, scientific 
research, medicine, law, and many others. With the help 
of artificial intelligence methods, such as natural language 
processing (NLP), machine learning and deep learning, it is 
possible to develop systems that automatically create abstracts 
from large volumes of text [1].
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The use of such systems can significantly facilitate the 
process of information analysis, reducing the time required 
to read and understand texts. They can also be useful 
for filtering out unnecessary or irrelevant information, 
keeping only the key points for the user.

Therefore, the aim of research is to study existing models 
and methods of automatic abstracting of natural language 
texts based on neural networks, in particular GPT, BERT, 
TextTeaser, SMMRY or SummarizeBot. To do this, it is neces-
sary to identify regularities in text processing, determine the 
impact of different models on the accuracy and informative-
ness of abstracts, and also develop techniques for applying 
these methods to improve the quality of abstracting. The 
practical part of the study will make it possible to facilitate 
access to information, improve productivity in word processing 
and provide better referencing of web pages, e-mails, social 
media and other content. The use of various models such as 
GPT, BERT, TextTeaser, SMMRY, SummarizeBot, etc. will 
ensure the creation of abstracts that have higher adequacy 
and informativeness compared to traditional methods. This 
will significantly reduce the time required to analyze large 
volumes of text, which, in turn, will facilitate the work of 
researchers, analysts and other users who need quick access 
to key information from large text arrays.

2.  Materials and Methods

The work considers the relevance of the task of automatic 
abstracting of texts, what solutions already exist, and also 
considers what new approaches can be used to solve the task.

The task of automatic referencing is caused by the fol-
lowing factors:

1. Information overload: Texts overloaded with irrelevant 
information complicates a person’s ability to effectively 
navigate the text and understand its essence.

2. Time shortage: In a world where a large amount of 
new information is generated every minute, people often 
do not have enough time to understand large texts.

3. Heterogeneity of sources: Texts can be written by diffe-
rent authors at different times and have a different structure, 
which complicates their analysis.

4. Searching for relevant information: When users are 
looking for specific information from large volumes of text, its 
automatic abstracting helps them find what they need faster.

At the moment, these problems are actively investigated 
and solved using the following methods:

1. Development of automatic referencing algorithms: Re-
searchers are working on creating algorithms that can auto-
matically identify the key points of the text and concisely 
display them.

2. Using deep learning: Deep learning-based abstracting 
systems learn to understand the context and semantics of 
text to create more accurate and informative abstracts.

3. Development of text generation models: Text generation  
models based on neural networks allow systems to generate 
more natural and understandable abstracts.

4. Experiments with different sources and types of texts: 
Researchers test abstracting algorithms on different types of 
texts, including news, scientific articles, blogs, etc., in order 
to understand how they perform in different conditions.

In modern developments, two main methods of abstract-
ing texts are used:

1) Extractive summarization;
2) Abstractive summarization.

The extractive method is annotation, the basis of which 
is the selection of key phrases, sentence fragments from the 
initial document, which are then added to the final abstract 
without any changes in order. This approach is considered 
quite reliable because the final essay uses phrases that are 
taken directly from the original source. However, the method 
lacks flexibility because it cannot add new words, phrases 
or paraphrased phrases to the final essay.

The abstract method is an annotation, the basis of which 
is the selection of the most essential information from the 
original source, as well as the generation of new texts that 
are similar in content to the original ones, but summarize 
them. The method makes it possible to use those words that 
did not exist in the original source, so such annotations are 
more similar to those created by a person manually. There-
fore, this task is considered more difficult, since this method 
requires solving the problems of semantic representation of 
the original source, as well as the problems of generating 
texts in natural language.

When using Extractive summarization, automatic ab-
stracting of texts is performed in three stages [2]:

1. Construction of an intermediate representation of the 
input text in the form of a thematic or indicator representation.  
When using the thematic representation, the text is presented 
as an interpretation of the themes that are in the primary 
text. The indicator representation interprets the text as a list 
of formal features, i. e. indicators. These features include 
sentence length, place in the text, presence of keywords, etc.

2. Evaluation of text sentences based on intermediate 
representation. At the same time, each sentence is assigned 
an assessment of the importance of this sentence for the 
annotation.

3. Formation of the summary. The system selects a few 
of the most important sentences to create the resulting 
annotation.

Thematic representation of the text is based on finding 
words that describe the topic of the input text. Topic words 
can be defined in quite different ways, for example, work [3] 
was the first to use this method. The search for thematic 
words in this work was carried out using the values of the 
frequency of use of these words in the text. In work [4], a loga- 
rithmic algorithm of thematic word plausibility was used.

The most common frequency-oriented models for searching 
thematic words are TF-IDF model, log-likelihood ratio and 
their modifications. The thematic presentation of the text 
also includes the method based on the centering of sentences.

TF-IDF (Term Frequency – Inverse Document Fre-
quency) is a statistical measure of the importance of a word 
within one document or a collection of documents. The 
score is calculated as the product of the function of the 
number of occurrences of the word in the document and 
the inverse function of the number of documents in the 
collection in which the word is present.

The log-likelihood ratio is calculated by the logarithm 
of the ratio of the probability of finding a word with the 
same probability in the collection of documents and the 
collection of summaries corresponding to the documents, to 
the probability of the appearance of words with different 
probability in this collection. The formula for calculating 
the log-likelihood ratio is proposed in [5].

The idea of the sentence centering method is based on 
the assumption that the most interesting information for 
annotation is not only in one sentence. Therefore, the main 
idea of the method is to calculate the «distances» between  
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the sentences in the text and to select those that have an 
average value of «distances closer» to the others. Bag-of-words 
models are used to determine the proximity of sentences. 
For example, the model of Scott Deerwester [6] and the 
model of Y. Gong and X. Liu [7].

The methods of indicator presentation provide a presen-
tation of texts in the form of a set of indicators (signs) 
and the subsequent use of these indicators for the clas-
sification of sentences, instead of a banal retelling of the 
topics of the input sentence.

These approaches include methods based on graphi-
cal representation, as well as methods that use machine 
learning to identify sentences to include in the final essay. 
The main indicators used in these methods are:

– sentences at the beginning or at the end of the text 
are more informative;
– too short or too long sentences are uninformative;
– presence of keywords;
– use of words from the title of the text in a sentence;
– use of punctuation marks that are emotionally colo-
red (question mark, exclamation mark, three dots, etc.);
– other statistical classifiers that do not require training.
Graph methods represent the text in the form of a graph 

with connections based, as a rule, on the use of the PageRank 
algorithm [8]. The vertices in this graph are the sentences, 
and the connection between the sentences is shown with 
the help of edges. Edge weights determine the similarity 
of sentences and the «strength» of the connection between 
them. The graphic interpretation of the text has two main 
results. First, each subgraph is a separate section of the docu-
ment. Secondly, the definition of important topics is based 
on the assumption that if a sentence has many connections 
with other sentences and is also the center of one of the 
subgraphs, then most likely it is important and should be 
included in the final annotation. Since the method does not 
require any special language processing, it can be applied to 
any language. Also, the method is suitable for abstracting 
both a single document and a multi-document collection.

Referencing texts using neural networks is based on 
solving the classification problem. The paper [9] shows 
a very early attempt by researchers to abstract text using 
machine learning. The researchers in this work classify the 
sentences based on a naive Bayesian classifier, and then 
divide the sentences into resulting sentences (those that 
make it to the final annotation) and non-resulting sentences 
that were created by the researchers while applying the 
annotations and that were created by the «mining method» 
as educational material.

Machine learning methods such as Naive Bayes, Decision 
trees, Support vector machines, Hidden Markov models 
and Conditional random fields are widely used in attempts 
to create new automatic abstracting methods [10–14].

The use of artificial intelligence methods in the field of 
automatic abstracting of texts makes it possible to create 
more efficient systems that can quickly analyze and sum-
marize large volumes of text to obtain short informative 
abstracts. Today, there are several ready-made applications 
that use artificial intelligence methods for automatic abstract-
ing of natural language texts. Some are used for general 
abstracting tasks, while others specialize in specific areas, 
such as journalism or scientific research. The list of the 
most famous applications of this type includes:

1. SummarizeBot: This application uses artificial intel-
ligence to automatically generate short summaries from 

English text. It can be used for referencing web pages, 
emails, social media and other content [15].

2. SMMRY: This is another tool for automatic concise 
abstracting of texts. It uses NLP algorithms to highlight the 
main points of the text and generate a brief overview [16].

3. GPT (Generative Pre-trained Transformer): This is 
a large-scale deep learning model developed by OpenAI, 
which can be used for automatic abstracting of texts. By ap-
plying GPT, it is possible to create a system that generates 
abbreviated abstracts based on the entered text [17].

4. BERT (Bidirectional Encoder Representations from Trans-
formers): This is another deep learning model developed by 
Google that can be used for automatic abstracting of texts. 
It is used for abstracting texts in many areas, including 
search engines and natural language processing [18].

5. TextTeaser: This application uses machine learning 
algorithms to create concise abstracts from texts. It takes 
into account the semantics and structure of the text to create  
informative summaries [19].

The use of the listed applications demonstrates the 
potential of artificial intelligence methods in facilitating 
access to information and improving productivity in word 
processing.

3.  Results and Discussion

3.1.  Problems  of  automatic  abstracting  of  texts. There 
are several directions that can be investigated or developed 
to solve the problem of automatic abstracting of natural 
language texts using artificial intelligence methods:

1. Using deep learning to improve the quality of essays:  
Applying modern deep learning architectures, such as Trans-
former-based models, to create more accurate and informa-
tive essays.

2. Development of systems capable of abstracting multi-
media content: Expanding the possibilities of abstracting 
systems to include audio, video and graphic content, which 
will make abstracts more complex.

3. Improvement of algorithms for taking into account the 
context: Development of algorithms to better understand 
the context of the text and take it into account when 
creating abstracts.

4. Development of personalized reporting systems: Cre-
ation of systems that can create reports taking into ac-
count the individual needs of the user, its interests and 
the context of use.

5. Automatic determination of the importance of in-
formation: Development of algorithms that can automati-
cally determine the importance of different parts of the 
text and give preference to key points when generat-
ing abstracts.

6. Using semantic graphs for abstracting texts: Using 
semantic graphs to present textual information and auto-
matically create abstracts taking into account the semantic 
relationships between different concepts.

To solve the problem of automatic abstracting of natural 
language texts using artificial intelligence methods, the 
capabilities of the Python language, which contains ap-
propriate libraries and tools, are actively used. Example:

1. NLTK (Natural Language Toolkit): This is a popular 
Python library for natural language processing. It contains 
various tools for tokenization, stemming, lemmatization, 
and others, which can be used for preprocessing the text 
before abstracting it [20].
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2. Gensim: This is a library for thematic modeling, which 
also contains tools for automatic abstracting of texts. It allows  
to create models of the distribution of topics in the text 
and use them to highlight key points [21].

3. Sumy: This is a Python library that specializes in 
automatic text referencing. It contains implementations 
of various abstracting algorithms, such as LSA (Latent 
Semantic Analysis), TextRank, Luhn, and others [22].

4. BERTSUM: This is a model that uses the BERT 
architecture for automatic abstracting of texts. It is based 
on the use of a pretrained BERT model for vector rep-
resentation of text and generation of abstracts [23].

These tools provide possible ways of development and 
improvement of systems of automatic abstracting of texts 
using methods of artificial intelligence. The development 
of these tools contributes to the improvement of the qual-
ity and efficiency of referencing systems and makes them 
more useful for various industries and fields of application.

The target groups of the project on automatic abstract-
ing of natural language texts using artificial intelligence 
methods include:

1. Natural Language Processing (NLP) research com-
munities:

– This group consists of scientists, researchers and 
students engaged in research in the field of natural 
language processing. They research various aspects of 
NLP, including automatic text abstracting, with the 
aim of improving methods and algorithms.
– Their work consists in the development of new ap- 
proaches, experimentation with algorithms and ma-
chine learning models, as well as in the study of prob-
lems that arise in the process of automatic abstracting  
of texts.
2. Specialists in reporting and data analysis:
– This group may include data analysts, data scientists, 
business intelligence professionals, and other profes-
sionals who work with large amounts of information.
– They are interested in using automatic text abstract-
ing to analyze structured or unstructured information 
to identify key points, trends, anomalies, etc.
3. Programmers and software developers:
– This group includes software developers who are 
interested in using automatic text referencing in their 
applications or systems.
– They can look for ready-made libraries, tools or APIs 
that will allow them to build automatic text referenc-
ing functionality into their applications.

4. Enterprises and companies from the field of media 
and information technologies:

– These organizations can use automatic abstracting 
of texts to automate the process of creating summaries 
of news or information materials.
– They may also be interested in using these tech-
nologies to analyze and process large volumes of tex-
tual information for the purpose of identifying trends, 
analyzing global opinion, etc.
5. End product users:
– This group includes all people who are looking for 
quick and efficient ways to get a concise summary of 
large amounts of text.
– Users can be students, academics, journalists, profes-
sionals from various fields who search for information 
on the Internet, or anyone who wants to efficiently 
browse large amounts of text.

3.2.  Examples  of  using  existing  word  processing  tools
3.2.1.  Analysis of  tonality of  texts. To analyze the tona-

lity of natural language texts, two tools from the NLTK 
library were studied:

1) VADER sentiment analysis tool;
2) «word_tokenize» tokenizer designed to break large 

texts into smaller linguistic units such as sentences or words.
The tonality of the headlines of the online publica-

tion «Ukrainian Pravda» [24], which has a convenient 
RSS tool for receiving the latest news, was analyzed. 
Each of the headings is numbered. The result is presented  
in Fig. 1.

The VADER algorithm provides four mood scores:
1) neg: negative assessment;
2) neu: neutral assessment;
3) pos: positive assessment;
4) compound: a cumulative assessment that combines 

the three previous ones.
After that, it is possible to evaluate the mood of the 

collected headlines and evaluate the effectiveness of the 
selected tool (Fig. 2).

As can be seen from the initial processing results, many 
headlines have a score of 0.0, which indicates a neutral sen-
timent. This is due to the lack of prior training that could 
improve the performance of the algorithm. It is necessary 
to bring the words to their normal form and clean the 
text from stop words. Since the corpus of the Ukrainian 
language has not yet been added to NLTK, pymorphy2 
was used for morphological analysis [25], Fig. 3.

 
Fig. 1. The result of parsing news headlines from the website of the online publication «Ukrainska Pravda»
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After these actions, some results became significantly 
better compared to the initial results of the analysis.

3.2.2.  Classification of texts. Text classification is the pro-
cess of dividing documents into certain categories. It is impor-
tant not to confuse classification with clustering: in clustering, 
texts are grouped according to criteria that are not defined 
in advance. Classification can be done both manually and 
automatically, using a custom set of rules or machine learning 
methods to classify documents into one or more categories.

Text categorization has many applications such as senti-
ment analysis, topic tagging, news classification, language 
detection, intent detection, spam detection, customer rout-
ing, resume classification, and more.

Text data cannot be directly used for machine learning, 
so it must be converted to numerical values. In order not 
to complicate the task, it is possible to use the TF-IDF 
conversion method, the principle of which has already been 
described in this paper.

To classify our marked news, it is possible to choose 
the LinearSVM method, which is based on the method 
of support vectors (SVM). This method belongs to linear 
classifiers and focuses on minimizing the empirical clas-
sification error [26].

The main idea of SVM is to translate the initial vec-
tors into a higher-dimensional space and find the hyper-
plane with the largest «gap» in it, so this method is also 
called the classification method with the largest «gap». 
Two parallel hyperplanes are constructed on either side 
of the hyperplane separating the classes. The best hyper-
plane is the one that provides the largest distance between 
two parallel hyperplanes, which reduces the probability 
of misclassification.

Now it is possible to select several news items and 
see to which topic the proposed classifier based on the 
support vector method assigns them (Fig. 4).

As it is possible to see, the classifier was immediately able  
to show a very good result in news classification.

 
Fig. 2. The initial result of the VADER algorithm

Fig. 3. The result of the VADER algorithm after word normalization

 

 
Fig. 4. The result of the classifier work
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3.2.3.  Thematic  modeling.  The main tasks of thematic 
modeling are formulated as follows:

– Capturing semantic information not only at the level 
of individual words, but also beyond them.
– Detection of not only obvious topics in documents, 
but also hidden variations of topics.
– Abstract of documents.
– Using annotations to manage content summariza-
tion, search, and recommendation.
In natural language processing or machine learning, 

a topic model is a statistical model that allows to discover 
hidden «topics» in a collection of documents. Thematic 
modeling is often used in the intelligent analysis of texts 
to reveal hidden semantics, which allows efficient analysis 
of large volumes of texts by document clustering.

Large text arrays are usually under-recognized, which means 
that many of the previous learning methods discussed above 
cannot be applied. Texts may not have convenient labels (for 
example, positive or negative). How-
ever, they can have many different 
topics, as in newspaper articles, and 
only topic modeling can detect them.

To prepare the data, let’s first de-
fine the parameters of the vectorizer:

– the max_df value determines 
what percentage of words or 
terms to ignore. If max_df = 0.2, 
it is possible to ignore words/
terms that occur in more than 
20 % of documents;
– a value of min_df = 3 means 
that if a word/term occurs in less 
than 3 documents, it is possible 
to ignore it;
– max_features is the size of the  
subset of features used in node 
splitting.

Such restrictions allow to reject words or terms that 
occur in many documents in the collection, and to remove 
random or misspelled words.

First, a training dataset (for 50 values) and a random 
dataset were created, LDA (Latent Dirichlet Allocation) 
was performed for them, and the resulting topics were 
analyzed. For this, a cloud of tags [27] is derived for each 
topic, which gives an opportunity to see how it looks for 
all the divisions under consideration. The intersection of 
topics and categories is presented in Fig. 5.

It is also possible to see how topics and categories 
intersect (Fig. 6).

As can be seen, categories such as «Coronavirus», «Sci-
ence», «Politics», «Sports» and «Transport» are most clearly 
distinguished (news that were in the information field at 
the end of 2022 were taken for analysis).

Tools of the pyLDAvis library provide a clearer visua-
lization (Fig. 7).

Fig. 6. The results of intersection of topics and categories

Fig. 5. The result of thematic modeling based on the tag cloud
 

Topic 3 Topic 4 

Topic 1 Topic 2 

 

Topic 3 Topic 4 

Topic 1 Topic 2 
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3.3.  Discussion. The research results show that the use 
of models based on neural networks ensures the necessary 
informativeness of the obtained automatic abstracts. This 
can be explained by the ability of these models to take 
into account the context and structure of the text, which 
allows generating more relevant and meaningful abstracts.

Practical significance: The obtained results can be applied 
in many areas where it is necessary to quickly and efficiently 
obtain key information from large volumes of texts. For 
example, in media and journalism, automatic abstracting 
can be used to create short news reviews, making the work 
of journalists and editors easier. In the field of education, 
automatic referencing can help students and researchers 
quickly find the information they need from scientific ar-
ticles and other sources. Also in business analytics, these 
methods can be used to analyze reports, market research 
and other text documents.

Limitations of the study: One of the main limitations of 
the study is the dependence of the results on the quality and 
quantity of training data. Generative models require large 
amounts of text for training, and the quality of the abstracts 
may deteriorate with insufficient or low-quality input data. 
Deep learning models can be resource-intensive, which can 
limit their use in systems with limited computing resources.

To implement the obtained results in practice, it is ne-
cessary to continue research in the direction of optimization 
of models and algorithms, which will reduce their compu-
tational complexity and increase the efficiency of working 
with large volumes of data.

The conditions of martial law in Ukraine increase the 
relevance of the task of automatic abstracting of texts. 
In particular, researchers and developers of new equipment 
and technologies need to quickly analyze large volumes of 
information for conducting experiments and creating new 
samples of hardware and software products. Changes in the 
education system, such as the transition to distance learning, 
also affect research processes, in particular, opportunities 
for collective work and interaction with other researchers.

Prospects for further research include the development and 
improvement of deep learning models for automatic abstracting 
of texts. In particular, one should focus on the development 
of methods that will reduce the computational complexity 
of models and increase their efficiency. Also, a promising 
direction is researching the possibilities of using automatic 
abstracting for multimedia content, which will allow creating 
complex abstracts, including text, audio and video. In addition, 
it is worth continuing research in the direction of creating 
personalized referencing systems that will take into account 
the individual needs of users and the context of their use.

4.  Conclusions

Analysis of the relevance of work in the field of auto-
matic referencing of natural language texts using artificial 
intelligence methods allows to understand the importance 
of this technology in the context of the growing volume 
of textual information and the need to quickly obtain 
meaningful consolidated information. Based on the analysis, 
the following conclusions can be drawn:

The need for new solutions: Existing methods of automatic 
abstracting of texts have limitations in terms of accuracy, 
scope of analysis and universality. This creates a need for 
the development of new, more efficient and intelligent ap-
proaches to compression of textual information.

Advantages of artificial intelligence techniques: The use of 
artificial intelligence techniques, including machine learning 
and natural language processing, allows to create models 
that can automatically identify key elements of text and 
generate condensed versions.

Development of a specific task: The main task of the 
work is the development of a specific algorithm or model 
for automatic abstracting of texts, which will combine ad-
vanced methods of artificial intelligence taking into account 
the requirements of efficiency and accuracy.

Development opportunities: The development of new ap-
proaches to automatic abstracting of texts can have wide 

 Fig. 7. Visualization of the result using pyLDAvis tools
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practical applications, such as the automated generation 
of brief reviews of texts in journalism, scientific research, 
medicine and other fields.

Therefore, based on the analysis of the relevance of the 
work, it can be concluded that the development of new 
solutions in the field of automatic abstracting of texts is 
an important direction of research using artificial intel-
ligence methods, which has the potential to improve the 
accessibility and quality of textual information analysis.
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