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AN OVERVIEW OF CURRENT ISSUES
IN AUTOMATIC TEXT SUMMARIZATION

OF NATURAL LANGUAGE USING
ARTIFICIAL INTELLIGENCE METHODS

The object of the research is the task of automatic abstracting of natural language texts. The importance of

these tasks is determined by the existing problem of creating essays that would adequately reflect the content of the
original text and highlight key information. This task requires the ability of models to deeply analyze the context
of the text, which complicates the abstracting process.

Results are presented that demonstrate the effectiveness of using generative models based on neural networks,
text semantic analysis methods, and deep learning for automatic creation of abstracts. The use of models showed
a high level of adequacy and informativeness of abstracts. GPT (Generative Pre-trained Transformer) generates
text that looks like it was written by a human, which makes it useful for automatic essay generation.

For example, the GPT model generates abbreviated summaries based on input text, while the BERT model is
used for summarizing texts in many areas, including search engines and natural language processing. This allows
Jfor short but informative abstracts that retain the essential content of the original and provides the ability to pro-
duce high-quality abstracts that can be used for abstracting web pages, emails, social media, and other content.
Compared to traditional abstracting methods, artificial intelligence provides such advantages as greater accuracy,
informativeness and the ability to process large volumes of text more efficiently, which facilitates access to infor-
mation and improves productivity in text processing.

Automatic abstracting of texts using artificial intelligence models allows to significantly reduce the time re-
quired for the analysis of large volumes of textual information. This is especially important in today’s information
environment, where the amount of available data is constantly growing. The use of these models promotes efficient
use of resources and increases overall productivity in a variety of fields, including scientific research, education,

business and media.
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1. Introduction

Every day, the amount of information stored in the form
of texts is growing rapidly, and the process of analyzing and
understanding them is becoming more and more difficult
for people. In this regard, there is a need for effective
methods of automatically creating a concise content of texts,
which allows to highlight key information and create short,
meaningful conclusions from large volumes of data.

Automatic abstracting of natural language texts (Auto-
matic Text Summarization) is an active area of research in
the field of natural language processing and artificial intel-
ligence. The purpose of automatic abstracting is to create
a compact representation of the content of the text, which
reflects its main essence and important details. This may
include highlighting key facts, events or ideas, and avoiding
repetition and non-essential details.

Thus, the development of effective automatic text referenc-
ing systems is an urgent task that can have a significant impact
on the development of natural language processing technologies
and facilitate the analysis of large volumes of information.

Automatic abstracting of natural language texts us-
ing artificial intelligence methods remains a very relevant
topic in the modern world. Due to the growing amount
of information on the Internet, the importance of fast and
efficient processing of text information is becoming more and
more noticeable.

Automatic abstracting of texts is of great importance
for various industries, including news analysis, scientific
research, medicine, law, and many others. With the help
of artificial intelligence methods, such as natural language
processing (NLP), machine learning and deep learning, it is
possible to develop systems that automatically create abstracts
from large volumes of text [1].
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The use of such systems can significantly facilitate the
process of information analysis, reducing the time required
to read and understand texts. They can also be useful
for filtering out unnecessary or irrelevant information,
keeping only the key points for the user.

Therefore, the aim of research is to study existing models
and methods of automatic abstracting of natural language
texts based on neural networks, in particular GPT, BERT,
TextTeaser, SMMRY or SummarizeBot. To do this, it is neces-
sary to identify regularities in text processing, determine the
impact of different models on the accuracy and informative-
ness of abstracts, and also develop techniques for applying
these methods to improve the quality of abstracting. The
practical part of the study will make it possible to facilitate
access to information, improve productivity in word processing
and provide better referencing of web pages, e-mails, social
media and other content. The use of various models such as
GPT, BERT, TextTeaser, SMMRY, SummarizeBot, etc. will
ensure the creation of abstracts that have higher adequacy
and informativeness compared to traditional methods. This
will significantly reduce the time required to analyze large
volumes of text, which, in turn, will facilitate the work of
researchers, analysts and other users who need quick access
to key information from large text arrays.

2. Materials and Methods

The work considers the relevance of the task of automatic
abstracting of texts, what solutions already exist, and also
considers what new approaches can be used to solve the task.

The task of automatic referencing is caused by the fol-
lowing factors:

1. Information overload: Texts overloaded with irrelevant
information complicates a person’s ability to effectively
navigate the text and understand its essence.

2. Time shortage: In a world where a large amount of
new information is generated every minute, people often
do not have enough time to understand large texts.

3. Heterogeneity of sources: Texts can be written by diffe-
rent authors at different times and have a different structure,
which complicates their analysis.

4. Searching for relevant information: When users are
looking for specific information from large volumes of text, its
automatic abstracting helps them find what they need faster.

At the moment, these problems are actively investigated
and solved using the following methods:

1. Development of automatic referencing algorithms: Re-
searchers are working on creating algorithms that can auto-
matically identify the key points of the text and concisely
display them.

2. Using deep learning: Deep learning-based abstracting
systems learn to understand the context and semantics of
text to create more accurate and informative abstracts.

3. Development of text generation models: Text generation
models based on neural networks allow systems to generate
more natural and understandable abstracts.

4. Experiments with different sources and types of texts:
Researchers test abstracting algorithms on different types of
texts, including news, scientific articles, blogs, etc., in order
to understand how they perform in different conditions.

In modern developments, two main methods of abstract-
ing texts are used:

1) Extractive summarization;

2) Abstractive summarization.

The extractive method is annotation, the basis of which
is the selection of key phrases, sentence fragments from the
initial document, which are then added to the final abstract
without any changes in order. This approach is considered
quite reliable because the final essay uses phrases that are
taken directly from the original source. However, the method
lacks flexibility because it cannot add new words, phrases
or paraphrased phrases to the final essay.

The abstract method is an annotation, the basis of which
is the selection of the most essential information from the
original source, as well as the generation of new texts that
are similar in content to the original ones, but summarize
them. The method makes it possible to use those words that
did not exist in the original source, so such annotations are
more similar to those created by a person manually. There-
fore, this task is considered more difficult, since this method
requires solving the problems of semantic representation of
the original source, as well as the problems of generating
texts in natural language.

When using Extractive summarization, automatic ab-
stracting of texts is performed in three stages [2]:

1. Construction of an intermediate representation of the
input text in the form of a thematic or indicator representation.
When using the thematic representation, the text is presented
as an interpretation of the themes that are in the primary
text. The indicator representation interprets the text as a list
of formal features, i. e. indicators. These features include
sentence length, place in the text, presence of keywords, etc.

2. Evaluation of text sentences based on intermediate
representation. At the same time, each sentence is assigned
an assessment of the importance of this sentence for the
annotation.

3. Formation of the summary. The system selects a few
of the most important sentences to create the resulting
annotation.

Thematic representation of the text is based on finding
words that describe the topic of the input text. Topic words
can be defined in quite different ways, for example, work [3]
was the first to use this method. The search for thematic
words in this work was carried out using the values of the
frequency of use of these words in the text. In work [4], a loga-
rithmic algorithm of thematic word plausibility was used.

The most common frequency-oriented models for searching
thematic words are TF-IDF model, log-likelihood ratio and
their modifications. The thematic presentation of the text
also includes the method based on the centering of sentences.

TEF-IDF (Term Frequency — Inverse Document Fre-
quency) is a statistical measure of the importance of a word
within one document or a collection of documents. The
score is calculated as the product of the function of the
number of occurrences of the word in the document and
the inverse function of the number of documents in the
collection in which the word is present.

The log-likelihood ratio is calculated by the logarithm
of the ratio of the probability of finding a word with the
same probability in the collection of documents and the
collection of summaries corresponding to the documents, to
the probability of the appearance of words with different
probability in this collection. The formula for calculating
the log-likelihood ratio is proposed in [5].

The idea of the sentence centering method is based on
the assumption that the most interesting information for
annotation is not only in one sentence. Therefore, the main
idea of the method is to calculate the «distances» between
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the sentences in the text and to select those that have an
average value of «distances closers to the others. Bag-of-words
models are used to determine the proximity of sentences.
For example, the model of Scott Deerwester [6] and the
model of Y. Gong and X. Liu [7].

The methods of indicator presentation provide a presen-
tation of texts in the form of a set of indicators (signs)
and the subsequent use of these indicators for the clas-
sification of sentences, instead of a banal retelling of the
topics of the input sentence.

These approaches include methods based on graphi-
cal representation, as well as methods that use machine
learning to identify sentences to include in the final essay.
The main indicators used in these methods are:

— sentences at the beginning or at the end of the text

are more informative;

— too short or too long sentences are uninformative;

— presence of keywords;

— use of words from the title of the text in a sentence;

— use of punctuation marks that are emotionally colo-

red (question mark, exclamation mark, three dots, etc.);

— other statistical classifiers that do not require training.

Graph methods represent the text in the form of a graph
with connections based, as a rule, on the use of the PageRank
algorithm [8]. The vertices in this graph are the sentences,
and the connection between the sentences is shown with
the help of edges. Edge weights determine the similarity
of sentences and the «strength» of the connection between
them. The graphic interpretation of the text has two main
results. First, each subgraph is a separate section of the docu-
ment. Secondly, the definition of important topics is based
on the assumption that if a sentence has many connections
with other sentences and is also the center of one of the
subgraphs, then most likely it is important and should be
included in the final annotation. Since the method does not
require any special language processing, it can be applied to
any language. Also, the method is suitable for abstracting
both a single document and a multi-document collection.

Referencing texts using neural networks is based on
solving the classification problem. The paper [9] shows
a very early attempt by researchers to abstract text using
machine learning. The researchers in this work classify the
sentences based on a naive Bayesian classifier, and then
divide the sentences into resulting sentences (those that
make it to the final annotation) and non-resulting sentences
that were created by the researchers while applying the
annotations and that were created by the «mining method»
as educational material.

Machine learning methods such as Naive Bayes, Decision
trees, Support vector machines, Hidden Markov models
and Conditional random fields are widely used in attempts
to create new automatic abstracting methods [10—14].

The use of artificial intelligence methods in the field of
automatic abstracting of texts makes it possible to create
more efficient systems that can quickly analyze and sum-
marize large volumes of text to obtain short informative
abstracts. Today, there are several ready-made applications
that use artificial intelligence methods for automatic abstract-
ing of natural language texts. Some are used for general
abstracting tasks, while others specialize in specific areas,
such as journalism or scientific research. The list of the
most famous applications of this type includes:

1. SummarizeBot: This application uses artificial intel-
ligence to automatically generate short summaries from

English text. It can be used for referencing web pages,
emails, social media and other content [15].

2. SMMRY: This is another tool for automatic concise
abstracting of texts. It uses NLP algorithms to highlight the
main points of the text and generate a brief overview [16].

3. GPT (Generative Pre-trained Transformer). This is
a large-scale deep learning model developed by OpenAl,
which can be used for automatic abstracting of texts. By ap-
plying GPT, it is possible to create a system that generates
abbreviated abstracts based on the entered text [17].

4. BERT (Bidirectional Encoder Representations from Trans-
formers): This is another deep learning model developed by
Google that can be used for automatic abstracting of texts.
It is used for abstracting texts in many areas, including
search engines and natural language processing [18].

5. TextTeaser: This application uses machine learning
algorithms to create concise abstracts from texts. It takes
into account the semantics and structure of the text to create
informative summaries [19].

The use of the listed applications demonstrates the
potential of artificial intelligence methods in facilitating
access to information and improving productivity in word
processing.

3. Results and Discussion

3.1. Problems of automatic ahstracting of texts. There
are several directions that can be investigated or developed
to solve the problem of automatic abstracting of natural
language texts using artificial intelligence methods:

1. Using deep learning to improve the quality of essays:
Applying modern deep learning architectures, such as Trans-
former-based models, to create more accurate and informa-
tive essays.

2. Development of systems capable of abstracting multi-
media content: Expanding the possibilities of abstracting
systems to include audio, video and graphic content, which
will make abstracts more complex.

3. Improvement of algorithms for taking into account the
context: Development of algorithms to better understand
the context of the text and take it into account when
creating abstracts.

4. Development of personalized reporting systems: Cre-
ation of systems that can create reports taking into ac-
count the individual needs of the user, its interests and
the context of use.

5. Automatic determination of the importance of in-
Jformation: Development of algorithms that can automati-
cally determine the importance of different parts of the
text and give preference to key points when generat-
ing abstracts.

6. Using semantic graphs for abstracting texts: Using
semantic graphs to present textual information and auto-
matically create abstracts taking into account the semantic
relationships between different concepts.

To solve the problem of automatic abstracting of natural
language texts using artificial intelligence methods, the
capabilities of the Python language, which contains ap-
propriate libraries and tools, are actively used. Example:

1. NLTK (Natural Language Toolkit): This is a popular
Python library for natural language processing. It contains
various tools for tokenization, stemming, lemmatization,
and others, which can be used for preprocessing the text
before abstracting it [20].
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2. Gensim: This is a library for thematic modeling, which
also contains tools for automatic abstracting of texts. It allows
to create models of the distribution of topics in the text
and use them to highlight key points [21].

3. Sumy: This is a Python library that specializes in
automatic text referencing. It contains implementations
of various abstracting algorithms, such as LSA (Latent
Semantic Analysis), TextRank, Luhn, and others [22].

4. BERTSUM: This is a model that uses the BERT
architecture for automatic abstracting of texts. It is based
on the use of a pretrained BERT model for vector rep-
resentation of text and generation of abstracts [23].

These tools provide possible ways of development and
improvement of systems of automatic abstracting of texts
using methods of artificial intelligence. The development
of these tools contributes to the improvement of the qual-
ity and efficiency of referencing systems and makes them
more useful for various industries and fields of application.

The target groups of the project on automatic abstract-
ing of natural language texts using artificial intelligence
methods include:

1. Natural Language Processing (NLP) research com-
munities:

— This group consists of scientists, researchers and

students engaged in research in the field of natural

language processing. They research various aspects of

NLP, including automatic text abstracting, with the

aim of improving methods and algorithms.

— Their work consists in the development of new ap-

proaches, experimentation with algorithms and ma-

chine learning models, as well as in the study of prob-
lems that arise in the process of automatic abstracting
of texts.

2. Specialists in reporting and data analysis:

— This group may include data analysts, data scientists,

business intelligence professionals, and other profes-

sionals who work with large amounts of information.

— They are interested in using automatic text abstract-

ing to analyze structured or unstructured information

to identify key points, trends, anomalies, etc.

3. Programmers and software developers:

— This group includes software developers who are

interested in using automatic text referencing in their

applications or systems.

— They can look for ready-made libraries, tools or APIs

that will allow them to build automatic text referenc-

ing functionality into their applications.

nin oxkynoeaHum Menitononem niaipeanu mict

4. Enterprises and companies from the field of media
and information technologies:

— These organizations can use automatic abstracting

of texts to automate the process of creating summaries

of news or information materials.

— They may also be interested in using these tech-

nologies to analyze and process large volumes of tex-

tual information for the purpose of identifying trends,

analyzing global opinion, etc.

5. End product users:

— This group includes all people who are looking for

quick and efficient ways to get a concise summary of

large amounts of text.

— Users can be students, academics, journalists, profes-

sionals from various fields who search for information

on the Internet, or anyone who wants to efficiently

browse large amounts of text.

3.2. Examples of using existing word processing tools

3.2.1. Analysis of tonality of texts. To analyze the tona-
lity of natural language texts, two tools from the NLTK
library were studied:

1) VADER sentiment analysis tool;

2) «word_tokenize» tokenizer designed to break large
texts into smaller linguistic units such as sentences or words.

The tonality of the headlines of the online publica-
tion «Ukrainian Pravda» [24], which has a convenient
RSS tool for receiving the latest news, was analyzed.
Each of the headings is numbered. The result is presented
in Fig. 1.

The VADER algorithm provides four mood scores:

1) neg: negative assessment;

2) neu: neutral assessment;

3) pos: positive assessment;

4) compound: a cumulative assessment that combines
the three previous ones.

After that, it is possible to evaluate the mood of the
collected headlines and evaluate the effectiveness of the
selected tool (Fig. 2).

As can be seen from the initial processing results, many
headlines have a score of 0.0, which indicates a neutral sen-
timent. This is due to the lack of prior training that could
improve the performance of the algorithm. It is necessary
to bring the words to their normal form and clean the
text from stop words. Since the corpus of the Ukrainian
language has not yet been added to NLTK, pymorphy2
was used for morphological analysis [25], Fig. 3.

CouianicTw B €sponapnamenTi BMKMWuYMAM BiuenpesugeHTky, wo ¢irypye B kopynuiitHomy ckanpani
3eneHcLKUii: PociA roTyeThCA OO HOBMX aTak, 6o BnekayTw - il ocTaWHA Hapis

Weeuin enainuTs AonaTkoBi 55 MAH €BPO Ha BIOHOBAEHHA YKpaiuw

KomiTeT Pagu pekomeHpgye ﬂiﬂTpHMETM 3aKOHONPOEKT Npo nikeigauiw ckaHgansHoro OACK
Oronocuny npeTeHpeHTiB Ha npemin "3onoTwi Mnobyc-2023"

CWA ycniwno sunpobyBanu npoToTun rinepasykoBol pakeTw knacy “nositpa-semna”

VRN hWUN RO

HBY noM’Akume neAki sanwTHi obmexeHHA, 3okpema anA poboTu cTpaxoBukie
OflecMTaM He Ka3aTWMMyTb, KOMM AadyTe cBiTno, wob Bopor He 3HaB - OBA
IpaH nnaHye obmexmTH AaneHicTe pakeT, Aki eBignpaewTe Pocii - 3MI

10 3eneHCbKWMH Y 3BepHeHHl no G7 3anponodyBasB Pocii nodaTw BueooMTH Biiceka Ha Pispgeo

11

CKaHAANLHWIA [opx 6aTy NpuGpae NOCT-BHNPABAaHHA Ta eupanue ceol doTo

12 EpponapnaMeHT MPM3YMMHWE CMpOUeHHA Bi3oBoro pexwmy 3 KaTapowm Yepes kopynuilHuii ckaHgan

13

yYkpalHcbki NONADHMKM NOKA3anu MOMEHT HAPOMXEHHA CyDaHTapKTWYHOro NiHreiHATH

14 G7 cTBOpUTH nnaTdopmy koopauwauii ¢imvamcoeoi monomorw ¥Ykpaiwi, obiuse 6inwwe 3acobie MNO

15

Bopor nowxkoaue paketamm BCl ykpalHcbki TEC — FanyweHko

16 Ny6niuwi noswuuii Ykpaiwu Ta Pocii wodo eifMM 2a TuUxAeHs - OOPA

17 MiHicTpu €C He 3MOrnM noroauTH 9-uii nakeT caHkuid npoTw Pocii

18 “YkpHapta" iWiuiwe nosannavoBi nepesipku y komnamii

19 €C seiB HOBi caHkuii npoTu IpaHy uepes nocTauaHHAa Pocii 6esninoThukis

Fig.

1. The result of parsing news headlines from the website of the online publication «Ukrainska Pravda»
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CouianicTu B €BponapnaMeHTi BUKAKYMAW BiuenpesuneHTky, wo ¢irypye B kopynuidHomy ckaHpani 6.0
3eneHcbkMid: PociA roTyeTbCcA oo HoBMX aTak, 6o GnekayTw — ii ocTanHA Haaia @.25

Weeuin BuMalnuTb OoaaTkoBl 55 MAH €BPO Ha BLOHOBNEHHA YkpalHu 0,25

KomiTeT PaMm pexoMeHflye NiATpMMaTH 2aKOHONPOEKT npo nikeipauiw ckawgansHoro OACK @.25
Oronocunu npeTexfieHTis Ha npemin "3onoTwit nobyc-2023" .25

ClA ycniwdo eunpobyeann npotoTwn rinep3sykosol paxkeTw knacy “noeltpa-semns” ©.4588

HEY nom’akume feAki sanwTHi obmexenwA, 3okpema gna poboTw cTpaxosukie @.0

0fecUTaM He KazaTuMyTb, KOAW AaayTb ceitno, wob Bopor He 3Has - OBA -8.4588

IpaH nnaHye obmexuTW nancHicTe paker, Akl signpaenTh Pocii - 3MI 0.0
10 3eneHcbkWi y 3BepHeHHLl no G7 3anponoHyBaB Pocil no4aTW BMBOAOWTW Bliickka Ha Pisgso 0.0
11 CkanaansHWi flopx BaTy npwbpae noCT-BMNPaBaaHHA Ta BMOaAMe ceol ¢oTo -@.25
12 €BpOnapnameHT NPU3YNWHWE CNpOWEHHA B130BOro pexuMy 3 KaTapom uepes kopynuiiHeA ckanaan -€.6124
13 YKpalHcbKl nonApHUKM NOKa3anu MOMEHT HapoAxeHHA cyBaHTapkTuuHoro niHreinaTn @.e
14 G7 cTBOpUTL nnatopmy kKoopauHaull ¢ivawncosol gonomoru Ykpaiwi, obiuse Ginbwe 3acobie NNO @.0
15 Bopor nowkogve pakeTamu BCl ykpalvceki TEC - lanyweHko -8.4588

[¢]
1
2
3
a
5 Nig okynoeBaHuMm Menitononem nigipeanu micT 6.0
6
7
8
9

16 NMybniyni noswuii Ykpaiwu Ta Pocii womo BiAHM 3a TUXAEHb
17 MiHicTpu €C He 3MOrAM NOrOAMTH 9-WiH NakeT caukuii npotu

- ONOPA 0.9
Pocii e.e

18 "ykpHadTa" iniuiwe nozannanoei nepesipkn y womnawii 0.@

19 €C eeie HoBl caukuii npotu Ipany depez nocTadaHHA Pocii

GeaninoTHukis 6.0

Fig. 2. The initial result of the VADER algorithm

Nig okynosaHwm Menitononem nigipeanw micT RAW: 8.0 MORM:

[ =R B = (R T R TY R R ]
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17 MiHicTpu €C He 3MOrAM NOroOMTH 9-WiA NakeT CaHkuld npoTw Pocil RAW:

18 "¥kpHa¢Ta" iniuiwe nosannanoei nepeeipxkv y womnanii RAW:

19 €C epis woml caukyll npotu Ipawy wepe3a nocTavawdAa Pocii GeaninoTwukis RAW:

CouianicTv B EBponapnamedTi Buknwuawan BiuenpezwaedTky, wo dirypye B kopynuidwomy ckawpani RAW:
Jenedcokuin: Pocia roTyeTeCA N0 HOBMX aTak, 6o Gnekaytw — I1 ocTaHHA Hanla RAW:
Wseuia ewninuTe nonaTkoel 55 MAH €BpO Ha BiOHOBNEHHA YKpalnW RAW:
KomiTeT Page pexomedgye nigTpumaTy 3akowonpoekT npo nikeigauiw ckangansHoro OACK RAW:
OronoCHnM NpeTedaeHTie Ha npemin “3JonoTwi Tnobyc-2023" RAW:

ClA yeniuno BWNpobyBany NpoTOTHN rinep3sykosol pakeTw Knacy "NOBLTpA-3emna” RAW:
HeY nom’Akwee AeAki eanwTHi ofMexenHA, 3okpema ana pofoTH cTpaxcevkis RAW:
OHecHTaM He Ka3aTHMyTs, KOMM AalyTe ceitno, wob sopor He zdas - OBA RAW:

IpaH nnavys obMexMTW mancHicTe pakeT, Akl eionpaewTs Pocii - 3MI RAW:
3eneHchbKWA y 3Bephennl go G7 3anpononysas Pocii nodaTw BWGOOWMTH Bifckka Ha Pispso RAW:
CKaHOaneHWA fJopx BaTy npw6pae nNocT-BMNPaBNaHHA Ta Buianve cBol foTo RAW:
£8pONapRamMeHT MpM3YNMHUE CNpoueHHs Bi3osoro pexumy 3 KaTapom wepes xopynuidwwi ckaupan RAW:
13 ¥xpalHcbKl MOMAPHHKM NOKA3ANW MOMSHT HAPOOMEHHA CyDaHTapKTMUHOTD NIHrBIHATH RAW:
14 G7 CTBOPHTE nnaThopmy koopauHauiil dinamcoeoi gonomorw Yepaiwi, obiyre Binewe zacobis NNO RAW:
15 Bopor nowkogus pakeTamu Bci ykpaiwcewi TEC - FanyweHko RAW:
16 Mybnaiuni noswuii yepaiww Ta Pocil wone Bifimv 3a Twenewo - OMOPA RAM:

9.8 NORM: -8.06124
@.25 NORM:

8.25

9.25
@.25 MORM:
@.25 NORM: @.8
©.25 NORM:

-8.4588

8.25

@.4588 NORM:
a.e
-8.4588

2.4568
@.9 NORM:
-0.4588 HORM:
2.0 HORM: @.0
8.3 NORM:

-2.25

a.e
-@.25 NORM:
-8.6124 HORM:
8.9

@.8 NORM:

-8.6124
Q.8 NORM:
@.25

-@.4588 NORM: -8.4588
9.8 NORM: -8.25
@.@ NORM: @.@
8.8 NORM: -8.25
G.8 MORM: 0.8

Fig. 3. The result of the VADER algorithm after word normalization

After these actions, some results became significantly
better compared to the initial results of the analysis.

3.2.2. Classification of texis. Text classification is the pro-
cess of dividing documents into certain categories. It is impor-
tant not to confuse classification with clustering: in clustering,
texts are grouped according to criteria that are not defined
in advance. Classification can be done both manually and
automatically, using a custom set of rules or machine learning
methods to classify documents into one or more categories.

Text categorization has many applications such as senti-
ment analysis, topic tagging, news classification, language
detection, intent detection, spam detection, customer rout-
ing, resume classification, and more.

Text data cannot be directly used for machine learning,
so it must be converted to numerical values. In order not
to complicate the task, it is possible to use the TF-IDF
conversion method, the principle of which has already been
described in this paper.

ToyHicTe @ 65.69%
DYKYAME BBakde YKpaluy KIKNOBOW AEpHaBUR B cyvacHia reenonitwul
Kateropia: MoaiTueka

To classify our marked news, it is possible to choose
the LinearSVM method, which is based on the method
of support vectors (SVM). This method belongs to linear
classifiers and focuses on minimizing the empirical clas-
sification error [26].

The main idea of SVM is to translate the initial vec-
tors into a higher-dimensional space and find the hyper-
plane with the largest «gap» in it, so this method is also
called the classification method with the largest «gap».
Two parallel hyperplanes are constructed on either side
of the hyperplane separating the classes. The best hyper-
plane is the one that provides the largest distance between
two parallel hyperplanes, which reduces the probability
of misclassification.

Now it is possible to select several news items and
see to which topic the proposed classifier based on the
support vector method assigns them (Fig. 4).

As it is possible to see, the classifier was immediately able
to show a very good result in news classification.

¥ Pocil BHCTYNHAKM NPOTH BHECEHHA peuenTy yrpaldcexoro Gopuy A0 <najuWH4 HHECKD

¥ TeMHWid vac gobw nig yac pyxy npoixgxod dacTHow abo yabiyuAMm NiWOXoAM MawTe BUKOPHCTOBYBATH cBiTnonopepTanuHl enemenTd, - Kabmiu

KaTeropin: KyaeTypa

BP nigTpWMana 3aKOHONPOEKT wopo nencid sifcukopum
KaTeropia: CycninwcTeo

KaTeropia: TpaWcnopT

ByeHl BuvABMAM MIKpONN3cTHK Ha BepuuHi EmepecTy
Kateropia: Hayxa

Fig. 4. The result of the classifier work
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3.2.3. Thematic modeling. The main tasks of thematic
modeling are formulated as follows:

— Capturing semantic information not only at the level

of individual words, but also beyond them.

— Detection of not only obvious topics in documents,

but also hidden variations of topics.

— Abstract of documents.

— Using annotations to manage content summariza-

tion, search, and recommendation.

In natural language processing or machine learning,
a topic model is a statistical model that allows to discover
hidden «topics» in a collection of documents. Thematic
modeling is often used in the intelligent analysis of texts
to reveal hidden semantics, which allows efficient analysis
of large volumes of texts by document clustering.

Large text arrays are usually under-recognized, which means
that many of the previous learning methods discussed above
cannot be applied. Texts may not have convenient labels (for
example, positive or negative). How-

Such restrictions allow to reject words or terms that
occur in many documents in the collection, and to remove
random or misspelled words.

First, a training dataset (for 50 values) and a random
dataset were created, LDA (Latent Dirichlet Allocation)
was performed for them, and the resulting topics were
analyzed. For this, a cloud of tags [27] is derived for each
topic, which gives an opportunity to see how it looks for
all the divisions under consideration. The intersection of
topics and categories is presented in Fig. 5.

It is also possible to see how topics and categories
intersect (Fig. 6).

As can be seen, categories such as «Coronavirus», «Sci-
ence», «Politics», «Sports» and «Transport» are most clearly
distinguished (news that were in the information field at
the end of 2022 were taken for analysis).

Tools of the pyLDAvis library provide a clearer visua-
lization (Fig. 7).
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Fig. 7. Visualization of the result using pyLDAvis tools

3.3. Discussion. The research results show that the use
of models based on neural networks ensures the necessary
informativeness of the obtained automatic abstracts. This
can be explained by the ability of these models to take
into account the context and structure of the text, which
allows generating more relevant and meaningful abstracts.

Practical significance: The obtained results can be applied
in many areas where it is necessary to quickly and efficiently
obtain key information from large volumes of texts. For
example, in media and journalism, automatic abstracting
can be used to create short news reviews, making the work
of journalists and editors easier. In the field of education,
automatic referencing can help students and researchers
quickly find the information they need from scientific ar-
ticles and other sources. Also in business analytics, these
methods can be used to analyze reports, market research
and other text documents.

Limitations of the study: One of the main limitations of
the study is the dependence of the results on the quality and
quantity of training data. Generative models require large
amounts of text for training, and the quality of the abstracts
may deteriorate with insufficient or low-quality input data.
Deep learning models can be resource-intensive, which can
limit their use in systems with limited computing resources.

To implement the obtained results in practice, it is ne-
cessary to continue research in the direction of optimization
of models and algorithms, which will reduce their compu-
tational complexity and increase the efficiency of working
with large volumes of data.

The conditions of martial law in Ukraine increase the
relevance of the task of automatic abstracting of texts.
In particular, researchers and developers of new equipment
and technologies need to quickly analyze large volumes of
information for conducting experiments and creating new
samples of hardware and software products. Changes in the
education system, such as the transition to distance learning,
also affect research processes, in particular, opportunities
for collective work and interaction with other researchers.

Prospects for further research include the development and
improvement of deep learning models for automatic abstracting
of texts. In particular, one should focus on the development
of methods that will reduce the computational complexity
of models and increase their efficiency. Also, a promising
direction is researching the possibilities of using automatic
abstracting for multimedia content, which will allow creating
complex abstracts, including text, audio and video. In addition,
it is worth continuing research in the direction of creating
personalized referencing systems that will take into account
the individual needs of users and the context of their use.

4. Conclusions

Analysis of the relevance of work in the field of auto-
matic referencing of natural language texts using artificial
intelligence methods allows to understand the importance
of this technology in the context of the growing volume
of textual information and the need to quickly obtain
meaningful consolidated information. Based on the analysis,
the following conclusions can be drawn:

The need for new solutions: Existing methods of automatic
abstracting of texts have limitations in terms of accuracy,
scope of analysis and universality. This creates a need for
the development of new, more efficient and intelligent ap-
proaches to compression of textual information.

Advantages of artificial intelligence techniques: The use of
artificial intelligence techniques, including machine learning
and natural language processing, allows to create models
that can automatically identify key elements of text and
generate condensed versions.

Development of a specific task: The main task of the
work is the development of a specific algorithm or model
for automatic abstracting of texts, which will combine ad-
vanced methods of artificial intelligence taking into account
the requirements of efficiency and accuracy.

Development opportunities: The development of new ap-
proaches to automatic abstracting of texts can have wide
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practical applications, such as the automated generation
of brief reviews of texts in journalism, scientific research,
medicine and other fields.

Therefore, based on the analysis of the relevance of the
work, it can be concluded that the development of new
solutions in the field of automatic abstracting of texts is
an important direction of research using artificial intel-
ligence methods, which has the potential to improve the
accessibility and quality of textual information analysis.
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