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The object of research is arrays of unstructured documents located on public websites of rural and urban communities of Ukraine.

The study is devoted to solving the problem of choosing a large language model (LLM), which is the best for applied use in solving
named entity recognition (NER) problems during document processing. Modern researchers recognize that such a choice is significantly
influenced by the features of the subject area and the language of document creation. However, when studying the feasibility of using
LLM to solve NER problems, the features of the operation of such models are practically not taken into account. The issues of evaluating
such features remain largely unexplored.

A method for recognizing selected varieties of legal unstructured texts in the Ukrainian language is proposed. Unlike existing ones,
this method solves the NER problem for those documents that are subject to recognition/classification. Metrics for the cost of processing
input and output tokens are proposed and a methodology for evaluating the cost of using LLM is developed. Based on these results,
a comparative evaluation of the application of common LLMs to solve the NER problem on Ukrainian texts that need to be recognized
was conducted. According to the evaluation results, it was recognized that: (I) GPT-4o is the best in terms of accuracy and quality of
processing (Precision = 0.919; Recall = 0.954; F1 = 0.936); (1I) GPT-40-mini with discounts is the best in terms of average document
processing cost (0.00045 USD per document); (I11) GPT-4.1-mini with discounts is the best in terms of quality/cost ratio (the indicator
value is 0.938). The GPT-4.1-mini LLM is recommended as the best for applied application.

The evaluation results obtained allow to significantly simplify the choice of LLM, which is advisable to use for creating information
systems and technologies for processing unstructured documents created in Ukrainian.
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1. Introduction Most often, the problem of extracting entities from unstructured
documents in modern research is considered as the problem of named
The rapid growth of digital information, a significant part of which  entity recognition (NER). The essence of NER is to process structured
is presented in an unstructured form, creates a fundamental challenge  and unstructured data and classify named entities that were detected
for modern data processing systems. Unlike structured sources (re-  during the processing into predefined categories (names, locations,
lational databases, machine-readable document formats, etc.), un-  companies, time, monetary value, events, etc.) [4].
structured text sources (reports, articles, emails,
instant messaging messages, etc.) do not have
a predefined structure [1]. This requires special
approaches to automate the analysis and ex-
traction of information contained in unstruc-
tured sources [1, 2]. The scale of this problem
is enormous: according to the graph given
in [3] (Fig. 1), the volume of data in the world
from 2020 to 2025 will grow by 181.93%,
and, based on the volume, 80% of the data is un-
structured.
According to other estimates, unstructured
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enterprises [1]. Such estimates emphasize the 2019 2020 2021 2022 2023 2024 2025
need to develop effective solutions for managing Unstructured Data Volume by Year

this volume of data in order to obtain valuable Fig. 1. Forecast and actual growth graphs of the volume of unstructured data
information and knowledge from it. in the world from 2019 to 2025 [3]
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To solve the NER problem, modern experts use various approaches
and technologies, among which in [4] they distinguish:

— dictionary-based systems (the simplest and most fundamental

approach);

— rule-based systems (pattern-based rules, context-based rules, etc.);

- machine learning-based systems;

— deep learning technologies (RNN, Transformer, etc.);

- hybrid methods.

The selection of specific tools for solving the NER problem, tak-
ing into account the specifics of a specific subject area, conditions and
limitations of the scientific and applied problem, is usually carried out
on the basis of the following assessments [4]:

- Accuracy: measures how many entities identified by the NER model

are actually correct, helping to assess the accuracy of the model in pre-

dicting named entities;

- Recall: assesses how many actual entities present in the text were

successfully recognized by the NER model, indicating its ability to

find all relevant entities;

—  Fl score: provides a balanced indicator,

combining precision and completeness,

offering a single metric that reflects both

precision and completeness.

— the problem of measuring performance (accurately assessing the

performance of NER tools is a complex procedure);

- real-time processing problems (in particular, the problem of

complex balancing of speed and accuracy of NER tools);

— the problem of context dependence (the accuracy of NER mod-

els and tools depends on understanding the nuances of the sur-

rounding text);

— the problem of data sparsity (large labeled data sets are required,

especially for specialized areas).

The considered advantages and problems of the applied use of
NER models and tools have led to a large number of scientific and
applied research studies devoted to solving individual issues of the
NER problem. Thus, in the scientometric database Scopus alone, for
the period from 2021 to 2025, 2463 publications (of which 694 were
scientific articles) were recorded in the field of computer science under
the keywords "Named Entities Recognition” The general taxonomy
of the NER problem, which was built in [5] based on various training
methods, modeling paradigms, and NER tasks, is shown in Fig. 2.
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Learning

In addition to this, metrics such as overall
accuracy and average accuracy can provide
additional insight into the performance of the
NER model [4].

Practical experience in the use of NER
problem-solving tools has allowed to iden-
tify their main advantages and limitations or
challenges that negatively affect the applied
application of such tools. Thus, in [4], the fol-
lowing are especially highlighted among the
advantages of the applied application of NER
problem-solving tools:

— the possibility of information extrac-
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tion (identifies key data, facilitating infor-

mation search);

- content organization (helps to classify

content useful for databases and search

engines);

— theexpansion of user experience (clari-

fies search results and personalizes recom-

mendations);

— the possibility of deep analysis (fa-

cilitates sentiment analysis and trend de-

tection);

— the possibility of workflow automation

(helps save time and resources).

As limitations or challenges of the applied
application of NER problem-solving tools
in [4], the following are highlighted:

- the problem of resolving ambiguity

(the need to distinguish similar entities);

- problems of domain-specific adaptation

(NER models and tools differ in resource

intensity in different subject areas);

- language problems (the effectiveness of

NER models and tools depends on slang and

regional differences in the base language);

— the problem of labeled data scarcity

(large labeled data sets are required to train

NER models and tools);

- the need to apply advanced technolo-

gies for processing unstructured data;
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Fig. 2. NER taxonomy based on different training methods, modeling paradigms and NER tasks [5]
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Based on this taxonomy, a study of the advantages and disadvan-
tages of NER modeling paradigms was conducted in [5]. Of the entire
set of studied paradigms, the "Large Language Models" (LLMs) para-
digm should be especially highlighted. The advantages and disadvan-
tages of this paradigm are given in Table 1 [5].

Table 1
Advantages and disadvantages of the NER modeling paradigm "LLMs"
Mode.l ling Advantages Disadvantages
paradigms
— Scalable and versatile; — Large training dataset required;
LLMs |- Able to fine tune and - High computational cost;
adapt to downstream tasks | — Bias and hallucination

Note: based on [5]

Such attention to the "LLMs" paradigm is due to its advantages,
namely the scalability and universality of NER models built on the basis
of this paradigm. These advantages are especially important for solv-
ing scientific and applied and applied NER problems in various subject
areas. All other NER modeling paradigms focus on solving problems of
individual aspects of the general NER problem. This complicates the
application of models developed on the basis of these paradigms in cases
of inconsistency of the conditions of a specific scientific and applied or
applied problem with the features of the corresponding aspects of the
NER problem. The universality of models based on the "LLMs" paradigm
is confirmed by the results of a number of modern studies. Thus, in [6]
it was proposed to use LLM to simplify the extraction of food objects
from culinary recipes. The obtained research results allow automating
decision-making support in the field of healthy and sustainable nutrition.
The authors [6] claim that applying their proposed methodology, focused
on rapid response engineering, to small LLMs with only 7b parameters
allowed to increase their efficiency in terms of time, minimizing the re-
quired resources. However, these results, according to the researchers, are
not conclusive and require further research for improvement.

The culinary subject area was used in [7] to comparatively study
the capabilities of four LLMs (GPT-40, GPT-40-mini, Llama3.1:70b
and Llama3.1:8b) to convert unstructured recipe text into a specialized
structured Cooklang format. In this case, not only traditional met-
rics were used during the comparative evaluation, but also specialized
metrics for identifying semantic elements. The following results were
obtained during the study [7]:

- recognition of the ability of LLMsto reliably convert subject-oriented

unstructured text into structured formats without significant training;

- LLM performance typically scales with size (experiments have

shown that GPT-40 with few hints achieved breakthrough perfor-

mance in ROUGE-L (0.97) and Word Error Rate (0.0730));

- in smaller models such as Llama3.1:8b, there is an amazing po-

tential for optimization through targeted fine-tuning.

A limitation (and quite significant) of the study [7] is that it is fo-
cused on a specific subject area. And while the first of the study’s results
is confirmed by the results of similar studies in other subject areas, the
other results require additional research in each individual subject area.

The use of an ontology-aware approach to zero-attempt LLM hints
for processing Greek documents in the transportation industry is dis-
cussed in [8]. The solutions proposed in the study were found to be
quite promising, as even small-sized LLM models showed very good
results. However, such a semantic-oriented approach has several draw-
backs, among which the authors of [8] highlight the following:

- extending ontologies to comply with evolving terminology and

government policies in the transportation industry can be difficult;

— the proposed approach requires manual evaluation, so it is not

easy to scale;

- some LLMs (e. g. Mistral 7B) had problems with irrelevant out-

puts and format inconsistencies.

The application of LLM to solve such a variant of the NER prob-
lem as the transformation of unstructured requirements texts in the
aerospace industry into formal documents is discussed in [9]. This
study proposed a novel approach to build aerospace-specific require-
ment knowledge graphs using LLM. The approach first uses the GPT
model to augment data, followed by BERTScore filtering to ensure
data quality and consistency. Then, efficient continuous learning based
on token index encoding is implemented, which guides the model
to focus on key information and improves domain adaptability by
fine-tuning the Qwen2.5 model (7B). In addition, a chain of thought
reasoning structure is established for improved entity and relationship
recognition, combined with a dynamic multi-trial learning strategy
that adaptively selects examples based on input characteristics. Ex-
perimental results confirm the effectiveness of the proposed method,
achieving F1 scores of 88.75% in NER and 89.48% in relationship
extraction tasks [9].

However, the results obtained by the authors of the study [9] are
recognized as requiring further development in order to improve the
performance of LLM in order to fully utilize its potential in the context
of aerospace requirements engineering. In addition, the need for ad-
ditional verification of the obtained results on larger and more diverse
aerospace requirements datasets was recognized to comprehensively
assess the generalizability and scalability of the obtained results in dif-
ferent systems and application areas [9].

A very large field for research in the field of LLM application to
solve the NER problem is the medical field. It can be argued that the
main volume of scientific research is devoted to the application of LLM
to solve individual applied and scientific-applied problems in various
fields of medicine. Thus, in [10] the application of LLM (in particular,
GPT-4) to extract information from histopathological reports was con-
sidered, focusing on two large sets of pathological reports on colorectal
cancer and glioblastoma. The study found a high correspondence be-
tween the structured data generated by LLM and the structured data
generated by humans. However, the disadvantage of the study [10] is
that it focuses on testing the hypothesis only about the possibility of us-
ing LLM to extract basic data for machine learning from unstructured
pathological reports in the future. The issue of the application of LLM
to solve the NER problem is not considered in [10].

In [11] examined the potential of LLM (in particular GPT-3.5 and
GPT-4) in processing complex clinical data and extracting meaningful
information with minimal training data. LLM was evaluated in [11] on
two clinical NER tasks:

- extracting medical problems, treatments, and tests from clinical

notes in the MTSamples corpus, according to the i2b2 2010 joint

concept extraction task;

— detecting adverse events related to nervous system disorders from

safety reports in the Vaccine Adverse Event Reporting System (VAERS).

Using the basic prompts, GPT-3.5 and GPT-4 achieved relaxed
F1 scores of 0.634, 0.804 for MTSamples and 0.301, 0.593 for VAERS.
Additional prompt components consistently improved the model per-
formance. When all 4 components were used, GPT-3.5 and GPT-4
achieved relaxed F1 scores of 0.794, 0.861 for MTSamples and 0.676,
0.736 for VAERS, demonstrating the effectiveness of our cueing frame-
work. Although these results lag behind BioClinicalBERT (F1 0.901 for
the MTSamples dataset and 0.802 for VAERS), they are very promising
considering that few training samples are required [11]. However, the
authors of the study [11] themselves acknowledge that while GPT-4
shows the potential to achieve performance close to that of the special-
ized LLM of BioClinical BERT, GPT-4 still requires careful design of
operational cues and understanding of task-specific knowledge. The
study also highlights the importance of scoring schemes that accurately
reflect the capabilities and performance of LLMs in clinical settings.
The authors of [11] also recognized that direct application of GPT
models to clinical NER tasks does not provide optimal performance.
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In [12], a comparative evaluation of the use of different fine-tuned
variations of generative LLMs in a NER task with a zero score for the
clinical domain was considered. The Llama 2 and Mistral models were
considered, including the base versions and those that were fine-tuned
for code, chat, and instruction execution tasks. It was found that the
fine-tuned instruction models performed better than the fine-tuned
chat and base models in entity recognition. It was also shown that the
models performed better when simple output structures were que-
ried [12]. These findings require further testing and can be considered
as hypotheses for further research in other subject areas.

The problem of developing a specialized NER tool based on
deep learning and a lexicon for medical texts in Spanish is discussed
in [13]. This tool uses a specialized lexicon and rules adapted from
NegEx and HeidelTime. To train the tool, an annotated corpus of
1200 texts with high inter-annotation consistency was created (average
F1 = 0.841% * 0.045 for entities and average F1 = 0.881% + 0.032 for
attributes). This corpus was used to train models based on RoBERTa,
mBERT and mDeBERTa. These models were integrated into the tool
together with a dictionary-based system. During internal validation,
the models gave F1 values up to 0.915. During external validation with
100 clinical trials, the tool achieved an average F1 score of 0.858 (+0.032);
and in 100 anonymized clinical cases it reached an average F1 score of
0.910 (£ 0.019) [13]. The obtained results confirm the decrease in the
values of LLM estimates when moving from verification and valida-
tion by developers to operation in the processes of customer organiza-
tions of such tools. Unfortunately, the problem of long-term effective
operation of the developed tool is not considered in [13]. In addition,
the results obtained in [13] indicate the feasibility of using not only
the "LLMs" paradigm for solving applied NER problems, but hybrid
solutions based on a combination of LLM and other paradigms. An
interesting study of solving the NER problem in the field of classical
literature text processing using LLM is considered in [14]. The study
compared the Xunzi-Baichuan, Baichuan2-7B-Base, Xunzi-GLM and
ChatGLM3-6B models. Experimental results showed that the fine-
tuned LLMs achieved high scores on several indicators, demonstrating
high performance in text generation. According to the researchers,
the use of such LLMs can define new approaches to digital research
of classical literature resources, interlinguistic understanding, textual
knowledge extraction, and the promotion and preservation of cultural
heritage. However, to obtain the published results, the considered LLMs
were refined using supervised fine-tuning methods and tested on NER
tasks using zero-, single-, and multiple-attempt hinting methods [14].
Such refinement significantly limits the possibilities of applied applica-
tion of LLMs in solving NER tasks. It should be recognized that the
application of LLMs to solve applied NER tasks faces significant limita-
tions in the performance of LLMs compared to other NER modeling
paradigms. Therefore, assessments of the performance of LLM-based
NER tools and technologies obtained in laboratory studies require ad-
ditional verification. One example of the validity of this statement is the
aforementioned study [13]. Another similar example is the work [15],
which investigated the performance of different encoder and decoder
models trained for NER of clinical parameters in pathology and ra-
diology reports. Three NER methods were evaluated: flat NER us-
ing transformer-based models; nested NER with a multi-task training
system; and instruction-based NER using LLM. A dataset of pathology
reports from 2013 and 413 radiology reports annotated by medical
students were used for training and testing. The high-performance
flat NER models achieved F1 scores of 0.87-0.88 in pathology reports
and up to 0.78 in radiology reports, while nested NER models showed
slightly lower results. Multilevel LLMs, despite achieving high accuracy,
yielded significantly lower F1 scores (0.18 to 0.30) due to poor recall.
One contributing factor is that these LLMs produce fewer but more
accurate entities, suggesting that they become overly conservative in
their output generation.

Therefore, [15] recognized that:

- LLMsin their current form are not suitable for complex entity ex-

traction tasks in clinical domains, especially when faced with a large

number of entity types per document;

- the computational cost of LLMs does not provide a proportional

performance increase;

- encoder-based NER models, especially those pre-trained on bio-

medical data, remain the best choice for extracting information

from unstructured medical documents.

Based on the results of the analysis of modern scientific research,
the following conclusions can be drawn:

a) the "LLMs" paradigm really stands out among other paradigms
in the versatility of NER models created on its basis (confirmed by
the successful application of LLM to solve NER problems in various
subject areas);

b) studies of the possibilities of using LLM to solve NER problems
are mainly laboratory and do not take into account the applied aspects
of the operation of relevant I'T products and technologies;

c) the statement about the better scalability of the "LLMs" paradigm
than other NER modeling paradigms requires additional research for
individual subject areas;

d) for industrial operation, I'T products for solving specific NER
problems, which are based on LLMs, require significant refinement of
these LLMs.

Therefore, from a scientific and applied point of view, it is relevant
to study the features of using LLM to solve specific NER problems for
each individual subject area. The results of such a study can not only
contribute to the selection of a specific LLM for the development of
a corresponding IT product, but also recognize the practical feasibility
of using LLM to solve the selected NER problem.

The object of research is the arrays of unstructured documents lo-
cated on public websites of rural and urban communities of Ukraine.

The subject of research is LLMs that can be used to solve the NER
problem on these arrays.

The aim of research is a comprehensive assessment of the possibili-
ties of using modern LLMs to solve the NER problem from unstruc-
tured legal texts in Ukrainian. This will allow justifying the choice
of a specific LLM to solve the formulated problem according to the
following criteria:

a) accuracy in performing the transformation of unstructured text
into rigidly typed entities;

b) balance between the cost of processing and the accuracy of the
information obtained.

To achieve this aim, it is proposed to solve the following objectives:

- develop a method for recognizing selected varieties of legal un-

structured texts in Ukrainian;

- develop a methodology for assessing the cost of using LLM;

- conduct experimental studies and formulate recommendations

on the possibilities of using different LLMs to solve the NER prob-

lem on a selected variety of legal unstructured text.

2. Materials and Methods

Achieving the stated aim of research requires conducting experi-
ments on the use of different LLMs to process the same reference data-
set to obtain results that can be compared with each other. To form such
a reference dataset, data was collected from public web resources of ru-
ral and urban communities. Using a specialized program, 25,565 docu-
ments containing decisions made by local government bodies were
downloaded. The documents were presented in various formats: pdf,
doc, docx, rtf, jpg and png.

For further analysis, all downloaded document files were pro-
cessed in a special way in order to create a text representation of these
documents. Thus, for graphic formats (jpg, png) optical character

G
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recognition (OCR) was used, for text formats (docx, doc, some pdf) -
appropriate libraries for conversion to text without using OCR. This
made it possible to bring the array of primary representations of the
collected documents to a unified text format.

From the resulting unified array, 350 documents containing the key
phrase "cadastral number" and related to land relations were randomly
selected. 150 random documents that do not contain information about
cadastral numbers and are not related to land plots were additionally
added to this sample. This approach allowed not only to test the ability
of the studied LLM to find relevant information, but also to assess the
stability of this LLM to false positive results.

The selected 500 texts were manually annotated by experts and
converted into a machine-readable JSON format. This conversion al-
lowed to create a structured data set necessary for testing algorithms for
automatic information recognition. An example of the selected text and
its annotation is presented in Fig. 3 and 4, respectively.

Each document annotation is an array of objects, the attributes
of which contain detailed information about the land plot or related
documentation. Information about the land plot is represented by the
following attributes: cadastral number, area, purpose, form of owner-
ship, numerical identifier. Information about the documentation related
to the land plot is represented by the following attributes: document
type, link to the corresponding cadastral plots through the "id" object.
Assigning identifiers to both land plots and documents ensures the
establishment of unambiguous relationships between entities.

Source text

CHORNOBAYIVKA VILLAGE COUNCIL
DECISION

dated 24.03.2022 No. 23 — 10/VIII

On approval of land management projects for the allocation of land plots from
communally owned lands and transfer to private ownership

According to ..., the village council
DETERMINED:

1. To approve land management projects for the allocation of land plots from
communally owned lands and transfer land plots to private ownership to citizens:

1 Kharchenko Denys Viacheslavovych for running a personal peasant farm
(Code in Classifier of Types of Land Use — A, subdivision — 01.03) with an area of
2.0000 hectares (cadastral number of the land plot according to the Extract from the
State Land Cadaster 7125185200:03:000:0302), located at the address: Novoselytsia
village, within the administrative boundaries of Chornobayivka settlement council,
Zolotonosha district, Cherkasy region;

2. Control over the implementation of the decision shall be entrusted to the
per ca ission of the settl council on issues of the agro-industrial
complex, land relations, environmental protection, construction, transport,
communications and housing and communal services.

Settlement head Serhiy LIUBYVYI

Fig. 3. An example of a village council decision text selected for further
annotation (with abbreviations marked with an ellipsis)

Source text

[

{

"number": "7125185200:03:000:0302",
"area": 2.0,

"area_unit": "ha",

"purpose_code": "01.03",

"category": " Agricultural land ",
"ownership": " Private property ",
"id": 0,

"type": "parcel”

{
"documentation_type": "LAND PLOT _ALLOCATION PROJECT",

"involved_parcels": [
0

1
"id": 0,
"type": "documentation”

}

/

Fig. 4. Example of annotation of the text of the selected
document in JSON format

The resulting dataset and the documents on the basis of which this da-
taset was created are available in an open form in a public repository [15].

For the experimental study, LLMs from four leading companies in the
field of artificial intelligence were selected: OpenAl, DeepSeck, Google,
and xAl The sample included models that were relevant as of the end
of spring 2025. The key criteria for selecting these LLMs were the pos-
sibility of their use via API and the technical ability to generate data in
astructured format. According to these criteria, the following LLMs were
selected for further research: deepseck-chat, gemini-2.5-flash, gpt-4.1-2025,
gpt-4.1-mini, gpt-4o-mini, gpt-4o, grok-3 and grok-3-mini.

To assess the accuracy of each of the LLMs used in experimental
studies, it was proposed to apply the F1 metric - the harmonic mean
between precision and recall. The F1 metric was calculated separately
for the values of each of the following attributes:

— "Cadastral number" ("number");

- "Area of the plot" ("area");

— "Unit of area measurement" ("area_unit");

— "Purpose code" ("purpose_code");

- "Land category” ("category");

- "Ownership’ ("ownership");

- "Document type, the action on which is performed in the solu-

tion" (document_type);

— identifiers of the plots used by the found document.

This application of the F1 metric allowed to analyze in detail the
quality of extraction of different types of information in the process of
solving the NER problem.

As a result of experimental studies, each of the used LLMs formed
document annotations, the structure of which is similar to the structure of
the annotation shown in Fig. 4. As a result of such annotation, arrays of links
to the corresponding cadastral plots were formed. Comparison of these ar-
rays with the array of links to the corresponding cadastral plots in the anno-
tations created by experts allowed to determine the following fundamental
parameters: True Positives (TP), False Positives (FP), False Negatives (FN):

- TP: the number of detected matches of identifier values detected

by experts and using LLM (cases when the model correctly ex-

tracted information);

- FP: the number of identifier values detected using LLM that did

not coincide with the identifier values detected by experts (cases

when the model made an erroneous extraction);

- FN: the number of identifier values detected by experts that

are missing from the array of identifier values detected by the LLM

(cases where the model missed relevant information).

These parameters are used to determine the "Precision” and "Com-
pleteness” metrics of each of the studied LLMs.

The "Precision” metric characterizes the proportion of all correct
classifications, both positive and negative, out of the total number of
classifications. The value of this metric should be calculated using the
following formula

Precision = ﬂ, (1)

TP+TN+FP+FN
where TN - the True Negatives parameter (calculated as the difference
between the total number of negative classification results and the value
of the FP parameter).

In this study, the value of the "Precision” metric means the proportion
of plots for which the studied LLM correctly determined the presence
or absence of a certain attribute (for example, purpose or ownership).

However, the Precision metric can be misleadingly high if the data
source is unbalanced. For example, if most plots do not have a given land
category, a model that always returns "no data” will have high accuracy, but
will be of little use for practical applications. Therefore, in this study, the
Precision metric will only be useful in combination with other metrics.

Another such metric is the Recall metric, which characterizes
the proportion of actual positive cases that the model correctly
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classified. The value of this metric should be calculated using the
following formula

P

Recall=————.
TP+ FN

®)

In the context of this study, the "Recall” metric characterizes the pro-
portion of important information (e. g., target designation) that was pre-
sent in the annotations of a person that the LLM under study was able to
find. For example, if among 100 sites 60 have a target designation code,
and using the LLM under study, only 45 of them were found, the value of
the "Recall” metric will be 45/60 = 0.75. This metric is especially important
for cases where the omission of relevant information is critical. The F1,
"Accuracy” and "Recall’ metrics, as indicated in [4], are the most frequently
used metrics for quantifying the results of using LLM to solve the NER
problem. However, these metrics are insufficient to highlight the feasibil-
ity of applying the LLM under study to solve specific NER problems.
Therefore, there is a need to develop an additional methodology for evalu-
ating the applied aspects of using LLM to solve a specific NER problem.

3. Results and Discussion

3.1. Method for recognizing legal unstructured documents in
Ukrainian

To solve NER tasks in texts with a complex structure, where there
are several types of interconnected entities, it was proposed to ap-

~
() LLM EXTRACTION PHASE

NER with LLM

[ INPUT PHASE

Text Document

Recognized
Entities

ply a multi-stage approach. The basis is the principle of decomposi-
tion — breaking a single complex task into a sequence of simpler, highly
specialized subtasks. This approach allows to minimize the task set for
LLM at each stage, which contributes to increasing the accuracy and
reliability of recognition.

The architecture of the method is a pipeline, where the result of the
previous stage serves as additional input data for the next. The number
of pipeline stages corresponds to the number of entity types that need to
be recognized. Each pipeline stage has a unified structure of three steps:

— Step I: preparation of input parameters for the model (forma-

tion of a query that includes both the source text and structured data

obtained at the previous stages).

—  Step 2: execution of the NER task by the selected LLM model

(recognition of target entities of the current stage).

— Step 3: post-processing of the data received from the LLM (struc-

turing the data received from the model and preparing it for the next

stage or for the final output).

The ultimate goal of the pipeline is to transform the unstructured
input text into a single structured array of unified records that unites
all recognized entities. The goal of each of the stages of the proposed
method is to form a structured array of unified records from fragments
of unstructured text containing key attributes of the entity, the type of
which is recognized at the current stage of the pipeline.

The scheme of the method on the example of three stages for rec-
ognizing three types of entities is shown in Fig. 5.
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~

Entities with
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IDs unique identifiers
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—
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Y
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Entities with
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Entities with
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.

Entities with . Assign Unique Entities with
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1 POST PROCESSING PHASE

results

Combined
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Fig. 5. Generalized block diagram of the proposed method (using the example of recognizing 3 different entities)
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Lets consider the application of the method using the example
of legal documents from the experimental dataset. The structure of
these texts assumes the presence of two key types of entities: land plots
and land management documents, which are the grounds for actions
regarding these plots. Accordingly, the experimental pipeline consists
of two stages.

At the first stage, the NER task is performed using LLM to extract
information about land plots. The input data is the text of the legal
document, and the result of the LLM operation is an array of structured
data regarding the plots. At the post-processing stage, each recognized
plot is assigned an identifier (id).

This allows:

- to focus the model on extracting attributes, without overloading

it with the task of generating unique links;

— to process texts where the cadastral number is missing (for ex-

ample, for plots that have not yet been registered).

For each plot, the following attributes are highlighted from the text:

- "Cadastral number" ("number");

- "Areaof plot" ("area");

— 'Area unit" ("area_unit");

- "Purpose code" ("purpose_code") - if available;

- "Land category” ("category”) — if available;

- "Ownership’ ("ownership");

- "Automatically assigned identifier” (id).

If certain information is missing from the text of the document (for
example, the ownership form or land category is not specified), the cor-
responding attribute should be left empty.

The scheme of the first stage is shown in Fig. 6.

An example of the unstructured text of a document that is fed to the
LLM input at the first stage of the proposed method is shown in Fig. 7.

N

~
[® INPUT PHASE (] LLM EXTRACTION PHASE

Recognized
Parcels Array

LLM and Named
Entity

Text Document Recognition with
Rules

# POST PROCESSING PHASE

Assign Unique
IDs and
Deduplicate

tured data on plots obtained at the previous stage. The result of its
work is an array of structured data on land management documents,
including identifiers of land plots to which the recognized docu-
ment belongs.

DECISION No. 1676 from February 23, 2022

On approval of the land management project for the allocation of a land plot
into ownership.

Having considered the application of the citizen Shafranska Halyna Mykhailivna
for the approval of the land management project for the allocation of a land plot into
ownership with an area of 0.3000 hectares for conducting a personal peasant farm in
the territory of the Ostashivka village council.

DECIDED:

1. To approve the gr. Shafranska Halyna Mykhailivna a land management
project for the allocation of a land plot into ownership with an area of 0.3000
hectares, cadastral number of the land plot 6122687300:01:002:0091 for conducting
a personal peasant farm in the territory of the Ostashiv village council.

2. To transfer the ownership of the citizen Shafranska Halyna Mykhailivna a
land plot with an area of 0.3000 hectares, cadastral number of the land plot
6122687300:01:002:0091, for running a personal farm on the territory of the
Ostashivka Council.

Fig. 7. An example of an unstructured text of a document that is fed
to the input of the first stage of the pipeline of the proposed method

[
{

"number": "6122687300:01:002:0091",
"area": "0.3000",

"area_unit": "ha",

"purpose_code": null,

"category”: " Agricultural land ",
"ownership": " Private property "

}
/

Fig. 8. An example of solving the NER problem using LLM as a result
of using the first stage of the pipeline of the proposed method

For each land management doc-
ument, the following attributes are
extracted from the text:

Fig. 6. Scheme of the first stage of the legal document recognition pipeline
(using land management documents as an example)

An example of solving the NER problem using the LLM under
study in the form of a structured annotation of the submitted document
with the allocation of the land plot identifier is shown in Fig. 8.

At the second stage, a more complex NER task is performed:
mentions of land management documents are detected in the text
and are associated with previously identified plots. The input data
for the model is the text of the legal document and an array of struc-

(B INPUT PHASE () LLM EXTRACTION PHASE

List of
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unique identifiers
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Recognition with
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Recognized
Parcels Array

List of B A s
recognized - 'Documentation type ('doc-
parcels with . ",

unique identifiers umentation_type )
—  "Plot identifiers" ("involved_
parcels’);
MW eraser - "Automatically assigned iden-
tifier" (id).

The scheme of using the proposed
method is shown in Fig. 9.
Unstructured texts of documents that are fed to the input of the LLM
at the second stage of the pipeline have a form similar to the example
shown in Fig. 7.

An example of solving the NER problem using the LLM under
study in the form of a structured annotation of the submitted docu-
ment with the selection of the identified land management document
is shown in Fig. 10.

-

3t POST PROCESSING PHASE

List of
recognized

Assign Unique
IDs documents with
unigue identifiers

MW eraser

Fig. 9. Scheme of the second stage of the method for recognizing legal documents (using the example of land management documents)
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After completing all stages of the pipeline, their results are com-
bined into a single structured array containing complete information
aboutall recognized entities and their relationships (Fig. 11).

[

{

"documentation_type": "LAND_PLOT _ALLOCATION_PROJECT",
"involved_parcels": [

"e769b73628834aaeaac6f13e2a7f794"

1
"id": "3e82c76efc464434808c¢946989a328bd"

/
]

Fig. 10. An cxample of solving the NER problem using LLM as a result
of using the second stage of the pipeline of the proposed method

[

"number": "6122687300:01:002:0091",

"area": "0.3000",

"area_unit": "ha",

"purpose_code": null,

"category": " Agricultural land ",

"ownership": " Private property ",

"id": "e769b73628834aaeaa2c6f13e2a7(794"

A

{

"documentation_type": "LAND_PLOT _ALLOCATION_PROJECT",

"involved_parcels": [
"e769b73628834aaeaalc6f13e2a7f794"

7,
"id": "3e82¢76efc464434808¢946989a328bd"
/
/

Fig. 11. An example of a structured array obtained as a result

of the proposed method

3.2. Applied methodology for estimating the cost of using LLM
based on the results of experimental studies

A corresponding methodology was proposed to estimate the cost
of using different LLMs. This methodology was based on the facts of
publication by LLM supplier companies of tariffs for the cost of pro-
cessing 1 million tokens. The values of these tariffs are established in the
official documents of such companies (OpenAl, Google Gemini, XAI
Grok, DeepSeek, etc.). In addition, the official documents also establish
the sizes of possible discounts of these tariffs for individual tariff plans.

To calculate the cost of using LLM for processing incoming (prompt)
tokens, in this study it is proposed to use the metric of the cost of pro-
cessing incoming (prompt) tokens Cy,. The value of this parameter is
calculated by the formula

Am

C, zm-(TarM -D,, ), (3)
where Ampyr - the number of incoming (prompt) tokens of the docu-
ment processed by LLM; Tappr - the value of the tariff for processing
one million prompt tokens using the LLM under study; Dpy - the value
of the discount valid for the selected tariff plan for using the LLM under
study during the experimental studies.

Similarly, it was proposed to use the C,, metric for calculating the
cost of using the LLM for processing completion tokens in this study.
The value of this parameter is calculated by the formula

Am

C =——<_(Tar.,-
out 1000000( “

D), 4)
where Amcr — the number of output (completion) tokens of the docu-
ment processed by the LLM; Tapcr — the value of the tariff for process-
ing one million output (completion) tokens using the LLM under study;
Der - the value of the discount valid for the selected tariff plan for using
the LLM under study during the experimental studies.

In the absence of discounts for the selected tariff plan for using the
LLM under study, during the experimental studies, DPT and DCT
take the value 1.

Based on parameters (3) and (4), the proposed methodology for
estimating the cost of using the LLM was presented as a sequence of
the following steps:

Step 1. Collect information about tariff plans and discounts for using
the LLM under study that will be valid during the experimental studies.

Step 2. 1n the process of conducting experimental research during
the extraction, for each document, generate a separate file with infor-
mation about the use of the model (_usage.json’), which contains the
number of input (prompt) and output (completion) tokens.

Step 3. For each of the values of the number of input (prompt) and
output (completion) tokens obtained in Step 2, calculate the cost of
their processing by the LLM under study using expressions (3) and (4).

Step 4. Obtain the value of the total cost of using the LLM under
study as the sum of the calculation results obtained in Step 3. Complete
the use of the methodology.

The application of the proposed methodology allowed both to com-
pare the economic efficiency of the LLMs under study and to estimate
the individual cost of processing the LLM of individual documents.

3.3. Conducting experimental studies

To conduct a comparative evaluation, it was decided to investigate
the capabilities of the following LLMs when using the proposed method
of recognizing individual types of legal unstructured documents in
Ukrainian: deepseck-chat, gemini-2.5-flash, gpt-4.1-2025, gpt-4.1-mini,
gpt-4o-mini, gpt-4o, grok-3 and grok-3-mini. As a reference data set,
it was proposed to use a dataset collected by one of the authors of this
study, available for public use [15].

The values of the cost of tariff plans and current discounts were ob-
tained from the offers provided by Google [16], OpenAl [17] and Deep-
Seck [18] under the condition of batch processing or at certain hours.

The values of the metrics "Precision’, "Recall” and F1 for the results
of experimental studies of the selected LLMs are shown in the form of
a heat map in Fig. 12.

Model Comparison - Average Metrics

1.0
[LENETRet bR 0.919 0.954 0.936
deepseek_deepseek-chat 0.8
openai_gpt-4.1-mini-2025-04-14
-0.6
openai_gpt-4.1-2025-04-14
o
o
A
xai_grok-3-latest
-0.4

openai_gpt-4o-mini

gemini_gemini-2.5-flash-preview-05-20

xai_grok-3-mini-beta 0.431

]
precision recall fl

Fig. 12. Model Comparison: Average Precision, Recall,
and F1 for each model (more is better)

The results demonstrate the variability in the accuracy of solving
the NER problem by different models. GPT-40 showed the best result
with an F1 metric value of 0.936. It is worth noting that the more com-
pact version of GPT-4.1-mini achieved almost similar results with an
F1 metric value of 0.918.
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In second place with an F1 metric value
0f0.918 is the DeepSeek Chat model, which
is only 0.018 less than the result of the
GPT-40 model.

The gemini-2.5-flash and grok-3-mini
models demonstrated significantly lower in-
dicators, especially in terms of the "Recall”
metric value: 0.588 and 0.431, respectively.
This may indicate their tendency to miss
relevant information, which is a significant
drawback.

The economic efficiency of the models
was assessed by calculating the average cost of
processing one document from the test data-
set using the proposed methodology.

The calculation results are shown in
Fig. 13 (hereafter, discounts are marked as
Discounted).

Models

Cost per Text Comparison Across Models
(Regular vs Discounted Pricing)

Model Score

openai_gpt-4.1-mini-2025-04-14 (Discounted) 4 0.938
deepseek_deepseek-chat (Discounted) 4 0.91p
openai_gpt-4o-mini (Discounted) 0.91
openai_gpt-4.1-mini-2025-04-14 0.905
openai_gpt-4o-mini§ 0.901
deepseek_deepseek-chat 0.856
gemini_gemini-2.5-flash-preview-05-20 (Discounted) 4 0.819
gemini_gemini-2.5-flash-preview-05-20 0.805
openai_gpt-4.1-2025-04-14 (Discounted) § 0.773
openai_gpt-4o (Discounted) 0.748
xai_grok-3-mini-beta - 0.723

openai_gpt-4.1-2025-04-14 § 0.472

i aotdo | 0.357
‘openalfgpt 40 Regular Pricing
xai_grok-3-latest {0.000 Discounted Pricing
0.0 02 04 0.6 08

Score (Harmonic Mean of F1 and Normalized Cost)

Fig. 14. Model Score: Harmonic mean of F1 and normalized cost (more is better)

Based on the assessments shown in Fig. 14,
the following recommendations were pro-

openai_gpt-4o-mini (Discounted)
openai_gpt-4o0-mini §
gemini_gemini-2.5-flash-preview-05-20 (Discounted) -
openai_gpt-4.1-mini-2025-04-14 (Discounted) 1
gemini_gemini-2.5-flash-preview-05-20
deepseek_deepseek-chat (Discounted) 4
openai_gpt-4.1-mini-2025-04-14 §
xai_grak-3-mini-beta

Models

deepseek_deepseek-chat
openai_gpt-4.1-2025-04-14 (Discounted) 4
openai_gpt-4o (Discounted)
openai_gpt-4.1-2025-04-14 4
openai_gpt-40 1

xai_grok-3-latest

posed for choosing an LLM for practical ap-
plication when solving the NER problem for
unstructured documents in the Ukrainian lan-
guage (Table 2).

Regular Pricing
Discounted Pricing

Table 2

Recommendations for choosing an LLM
for practical application when solving the NER
problem for unstructured documents
in the Ukrainian language

0.0000 0.0025 0.0050 0.0075 0.0100 0.0125 0.0150 0.0175
Cost per Text ($)

Fig. 13. Cost per Text Comparison Across Models (less is better)

The analysis of processing costs shows a significant difference be-
tween the models. The most expensive, as expected, are the full versions
of the models, in particular Grok-3 (0.019 USD per document) and
GPT-40 (0.015 USD per document). In contrast, their mini versions
offer significantly lower costs: GPT-40-mini costs only 0.00089 USD
per document, which is 16.8 times less than the full version.

Special attention is paid to the discount system, which significantly
affects the economic feasibility of using different models. For example, the
application of discounts for GPT-40-mini reduces the cost to 0.00045 USD
per document, which makes this model the most economical choice
among all the studied options (Fig. 13). To determine the optimal ratio
between the quality and cost of data processing, it was proposed to calcu-
late the value of the harmonic mean between the values of the F1 metric
and the normalized values of the cost of information processing for the
corresponding LLMs. This indicator would allow to identify those LLMs
that provide the best price-quality ratio during their application. The re-
sults of calculating the values of this harmonic mean are shown in Fig. 14.

The values of the harmonic mean between the F1 metric values and
the normalized information processing cost values for the corresponding
LLMs shown in Fig. 13 are better than the most common metrics in terms
of the practical feasibility of using individual LLM:s to solve a specific NER
problem. For example, the grok-3 model, which was ranked 5th in terms
of accuracy (Fig. 12), received 0 points according to the assessment shown
in Fig. 14, since its cost is the highest, and the results are not much better
than GPT-4.1, the price of which is 30% lower.

LLMplace | = LLMitle 1y v icn
among the | without dis- It
iscounts
researched counts
Ist place | GPT-4.1-mini | GPT-4.1-mini
2nd place | GPT-40-mini | deepseck-chat
3rd place | deepseek-chat | GPT-40-mini

3.4. Discussion of the research results

It was conducted a comprehensive assessment of the possibilities
of using modern LLMs to solve the NER problem of unstructured
legal texts in Ukrainian. Such a comprehensive assessment became
necessary to understand the feasibility of applying modern LLMs in
information systems and technologies used to process unstructured
or weakly structured documents. To conduct such an assessment, it
was developed a method for recognizing selected varieties of legal
unstructured texts in Ukrainian. The developed method, unlike com-
mon methods of classifying or categorizing documents, at its first
stage solves the NER problem for those unstructured documents that
are subject to recognition (i. . classification). Such an improvement
allowed for the formation of a rigidly structured annotated descrip-
tion for each document. This, in turn, allowed for a significant sim-
plification of the solution of the recognition (classification) problem
in the second stage of the method.

Since the most common metrics for quantitative evaluation of
LLMs do not allow to evaluate these models from the point of view
of their applied application, the study proposed metrics for the cost
of processing input (prompt) tokens Cj, and output (completion)
tokens Coy. Based on these metrics, a methodology for assessing
the cost of using LLMs was developed. This methodology allowed
to assess both the economic efficiency of the LLMs under study
and the individual cost of processing individual documents by the
LLMs under study.
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A special dataset was developed to conduct experimental research
and develop recommendations on the practical feasibility of using in-
dividual LLMs to solve the NER problem on a selected type of legal
unstructured text. This dataset is based on 25,565 documents contain-
ing decisions made by local government bodies. Of these, 350 docu-
ments containing the key phrase "cadastral number” were randomly
selected for further experiments. This sample was supplemented
with 150 randomly selected documents from the dataset that do not
contain information about cadastral numbers and are not related to
land plots. The selected 500 texts were manually annotated by experts
and converted into a machine-readable JSON format. This dataset is
freely available [15] and can be used for further experimental research.

For experimental research, it was recommended to choose LLM
deepseek-chat, gemini-2.5-flash, gpt-4.1-2025, gpt-4.1-mini, gpt-4o-mini,
gpt-4o, grok-3 and grok-3-mini. As a result of using the selected LLMs,
it was recognized that according to the evaluations of the metrics "Pre-
cision’, "Recall” and F1, the best for solving the NER problem is LLM
GPT-40. As a result of using the developed methodology, it was recog-
nized that the best LLM from an economic point of view for applied
application is the GPT-40-mini LLM under the conditions of discounts.
But this model is only in fifth place in terms of the values of the "Preci-
sion’, "Recall" and F1 metrics. Therefore, an evaluation was carried out
based on the values of the harmonic mean between the values of the
F1 metric and the normalized values of the cost of information pro-
cessing for the corresponding LLMs. This indicator made it possible to
identify those LLMs that provide the best "price-quality” ratio during
their applied application. The evaluation results made it possible to
select the three best LLMs according to this indicator under the condi-
tions of the presence and absence of discounts. In both cases, the first
place was taken by the GPT-4.1-mini LLM.

It should be recognized that the evaluation results for the data
processing quality metrics ("Precision’, "Recall” and F1) obtained
in this study generally correlate with the results presented in [6, 7].
This may indicate the reliability of the conducted studies and the
obtained results. However, the results of the evaluation of economic
characteristics are somewhat different from the results presented
in [7]. This difference is explained by the fact that in [7] even the sim-
plest operational characteristics of LLM were not taken into account
during the evaluation. It is worth noting that the choice of a specific
LLM should take into account the specific requirements as put for-
ward for the I'T project (the required amount of data for processing,
the permissible level of errors, budget constraints, etc.). The results
of this study can serve as a guideline for making informed decisions
regarding the choice of a model for specific application cases. The
study has a number of limitations. First, this is the limited data. The
evaluation in this study was conducted exclusively on Ukrainian legal
documents. The influence of the language of the text on the results
and effectiveness of the models in Ukrainian texts from other fields
was not investigated. Secondly, this is the limitation of technical
aspects. In particular, when assessing the feasibility of the applied
application, the parameters of the LLM speed were not taken into
account. Thirdly, this is the limitation of security and ethics issues.
In particular, this study did not consider the issues of data protection
and the ethics of using LLM.

Based on these limitations, it is proposed to consider the following
promising areas of further research:

- research on expanding the domain (in particular, conducting

a comprehensive assessment of the feasibility of the applied applica-

tion of LLM on other types of documents from various fields; evalu-

ating the results of applying LLM to processing documents created
in different Ianguages);

- further technical improvements to the obtained scientific results

(in particular, studying the impact of fine-tuning on the accuracy

of extraction).

4. Conclusions

1. A method for recognizing selected varieties of legal unstructured
texts in Ukrainian has been developed. Unlike common methods of
document classification or rubrication, the developed method at its first
stage solves the NER problem for those unstructured documents that
are subject to recognition/classification. Such an improvement allowed
to form a rigidly structured annotated description for each document.
This, in turn, allowed to significantly simplify the solution of the recog-
nition/classification problem in the second stage of the method.

2. Metrics for the cost of processing input (prompt) tokens C, and
output (completion) Cp,, have been proposed. Based on these metrics,
a methodology for estimating the cost of using LLMs was developed.
This methodology allowed to estimate both the economic efficiency of
the LLMs under study and the individual cost of processing individual
documents by the LLMs under study.

3. Using the obtained results, a comparative evaluation of the
application of common LLMs to solve the NER problem of creating
a structured annotation of texts in the Ukrainian language that need to
be recognized was carried out. The experiments used LLMs deepseek-
chat, gemini-2.5-flash, gpt-4.1-2025, gpt-4.1-mini, gpt-4o-mini, gpt-4o,
grok-3 and grok-3-mini. According to the evaluation results, it was
recognized that:

a) in terms of accuracy and quality of processing, the best is LLM
GPT-40 (metric values: Precision = 0.919; Recall = 0.954; F1 = 0.936);

b) in terms of the average cost of processing one document from the
test dataset, the best is LLM GPT-40-mini, subject to the application of
discounts (the total cost of processing is 0.00045 USD per document);

¢) according to the harmonic mean between the F1 metric values
and the normalized information processing cost values, the best LLM
is GPT-4.1-mini under the condition of applying discounts (the value
of the indicator is 0.938).

According to the results of the comprehensive evaluation, it was
recommended to use the three best LLMs for applied application to
solve the NER problem considered in this study: GPT-4.1-mini; deep-
seek-chat and GPT-4o0-mini.
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