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The object of research is the process of sustainable develop-
ment of territorial units on the example of the regions of Ukraine. 
The concept of sustainable development has become a leading 
development strategy for most countries in the world. One of 
the biggest challenges is the availability of complete and veri-
fied data for sustainable development assessment models. The 
method used to calculate the index of sustainable development, 
developed in the World Data Center for Geoinformatics and 
Sustainable Development of the National Technical University 
of Ukraine «Igor Sikorsky Kyiv Polytechnic Institute». This 
methodology is based on calculating the metric of the index of 
sustainable development based on measurements of the quality 
of life of the population and the components of the safety of  
living for individual countries and regions. For the application 
of the methodology at the regional level, it was suggested to use 
information on the night lighting of the territory received by 
means of remote sensing of the Earth from satellites. The cha
racter and cohesiveness of the connection between the brightness 
of night lighting and indicators of sustainable development are 
studied. It is established that the most significant link exists bet
ween indicators of the economic development index, the index 
of influence on climate change and night lighting of the regions 
of Ukraine. Based on geographic information analysis of ArcGIS 
software, ESRI has applied statistical zoning tools that provide 
opportunities for statistical processing of satellite images within 
the regionally or regionally allocated areas.

On the basis of the mathematical apparatus of the intellec-
tual data analysis, a global and local regression analysis of the 
relationships between the revealed indicators was carried out. 
Consideration of the cramped nature of this connection in the 
territorial section revealed areas with varying degrees of close 
ties, which is explained by the peculiarities of the socio-economic 
development of the territories. Due to this, it is possible to obtain 
the calculation of similar indicators at more detailed territo-
rial levels, corresponding to separate regions or cities of regional 
significance.
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The object of research is the processes of identification and 
classification of objects in computer vision tasks. Currently, for 
the recognition of images, the best results are demonstrated by 
artificial neural networks. However, learning neural networks 
is a poorly conditioned task. Poor conditioning means that even  
a large data set can carry a small amount of information about  
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a problem that is being solved. Therefore, a key role in the syn-
thesis of parameters of a specific mathematical model of a neural 
network belongs to educational data. Selection of a representa-
tive training set is one of the most difficult tasks in machine 
learning and is not always possible in practice.

The new combined model of image recognition using the 
non-force interaction theory proposed in the paper has the fol-
lowing key features:

– designed to handle large amounts of data;
– selects useful information from an arbitrary stream;
– allows to naturally add new objects;
– tolerant of errors and allows to quickly reprogram the be-

havior of the system.
Compared to existing analogues, the recognition accuracy of 

the proposed model in all experimental studies was higher than 
the known recognition methods. The average recognition ac-
curacy of the proposed model was 71.3 %; using local binary pat-
terns – 59.9 %; the method of analysis of the main components –  
65.2 %; by the method of linear discriminant analysis – 65.6 %. 
Such recognition accuracy in combination with computational 
complexity makes this method acceptable for use in systems ope
rating in conditions close to real time. Also, this approach allows 
to manage the recognition accuracy. This is achieved by adjusting 
the number of sectors of the histograms of local binary patterns 
that are used in the description of images and the number of  
image fragments used in the classification stage by the introfor-
mation approach. To a large extent, the number of image frag-
ments affects the time of classification, since in this case, it is 
necessary to calculate the matching of the system actions in each 
of the possible directions in pairs.

Keywords: computer vision systems, image analysis, object 
recognition and identification.
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The object of research is the processes of beneficiation of 
iron ore in the conditions of a mining and processing plant. Iron 
ore beneficiation factory near parallel to existing production 
lines or concentration sections. One of the key characteristics 
that determine the operating mode of the grinding apparatus is 
the crushing of ore, directly related to its strength. But unlike 
other parameters, the problem is with constant monitoring of 
the strength value. The determination of this parameter requires  
a laboratory study of the technological ore sample from the con-
veyor of the beneficiation section. The specifics of the working 
conditions of the beneficiation section complicate the monitor-
ing of the strength parameter by installing a hardware sensor 
directly on the conveyor. Therefore, it is proposed to determine 
it by forecasting. Based on Big Data information technologies, 
using the accumulated statistical data, it is possible to forecast 
data between the technological samples.

The technological process of ore beneficiation in the condi-
tions of a mining and processing plant is systematically analyzed. 
The generalized structure of the classification model is presented, 
which, based on the accumulated statistical data of the benefi-
ciation section based on the current parameters of the section, is 
able to determine the parameters of incoming raw materials. The 
unknown parameter is determined using the counterpropaga-
tion neural network, which combines the following algorithms: 
a self-organizing Kohonen map and a Grossberg star. Their com-
bination leads to an increase in the generalizing properties of the 
network. The training sample is formed as a result of clustering 
the statistical data of the beneficiation section and selecting the 
cluster to which the current status of the section works.

The presented forecasting algorithm, based on a combination 
of clustering methods and the use of a predictive neural network, 
allows the specialist to more quickly receive recommendations 
for making decisions regarding the behavior of the object com-
pared to obtaining laboratory test data.

Keywords: classification model, computer support system 
for solutions, neural network, ore beneficiation, clustering of 
statistical data.
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The object of research is the task of constructing a linear re-
gression model that arises in the process of solving the problem of 
predicting the values of a dependent variable on a set of indepen-
dent factor characteristics. This task often arises in the process of 
analyzing indicators of economic activity of enterprises. The pro-
cess of constructing a regression equation adequately reflects the 
relationship between factor attributes and the resultant attributes, 
is a multi-stage and time-consuming procedure. Important in this 
case is the stage of choosing the most influential factor characteris-
tics. The adequacy of the regression model and the effectiveness of 
the analysis of the activities of enterprises depend on the effective-
ness of this stage and the correct choice of a system of attributes. 
A number of methods and algorithms are proposed in scientific 
sources for choosing the most influential factor attributes. Some of 

them are based on correlation and regression analysis, but there are 
a number of heuristic methods. Studies have shown that the use of 
various methods for selecting the most influential factor attributes 
for solving specific problems, in the general case, leads to different 
results. Moreover, a feature of most methods is their computa-
tional complexity or instability about the conditions of use. The 
main criterion for the effectiveness of factor selection algorithms is 
the adequacy of the constructed regression model.

The study analyzes the process of constructing multiple 
linear regression models. Its main steps are determined and basic 
concepts and calculation formulas are given. The authors propose 
an algorithm for selecting the most influential factor attributes in 
constructing linear regression models. A feature of the proposed 
approach is that it is based on the properties of particular cor-
relation coefficients. The application of the developed algorithm 
allows to reduce the computational complexity of the process of 
selecting factor attributes in comparison with known algorithms.

An experimental verification of the developed algorithm for 
the task of building dependencies between different performance 
indicators of two enterprises in the form of multiple linear regres-
sion is performed. As a result of the calculations, one or two influ-
ential features are selected from a system of 17 factor attributes 
for each indicator. The equations of multiple linear regression 
constructed in this way have a reliability that exceeds 90 %.

Keywords: multiple linear regression, partial correlation coef-
ficients, factor attributes, model adequacy.
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In the work, as a research object, a protective device of a 
domed form is used which is used by pyrotechnic units to localize 
an emergency situation in the event of an explosion inside a small 
hazardous object. It is noted that one of the most problematic 
places of its application is the development of recommendations, 
implementation of which should ensure the prevention of the 
development of an emergency event up to a level of emergency 
on such priority effects as the number of victims and the number 
of victims. It is shown that the definition of such recommenda-
tions, providing localization of the consequences of an emer-
gency in the case of an explosion of a small explosive object inside  
a specialized protective device, requires the obtaining of a math-
ematical model of localization of the focal point of an emergency. 
This model should provide an assessment of the strength of the 
technical means of localization of fragments and become the basis 
for the correction of existing operational procedures in the case 
of its application by pyrotechnic units. In the course of the study, 
the Eulerian-Lagrangian approach is used, which would allow 
obtaining a mathematical model of localization with the help of 
a dome-shaped form of the consequences of emergency situations 
in the event of an explosion inside a small-sized dangerous object. 
In practice, a mathematical model is implemented in a finite ele-
ment packet using the library of the ANSYS/AUTODYN com-
puter system. This allows not to create an actual new package of 
applications every time, as was done before to describe similar 
models. Due to this, an assessment of the strength of the techni-
cal means of localization of fragments is provided. In comparison 
with similar well-known models, the developed mathematical 
model allows to estimate the size of the minimum thickness of 
the protective device. It allows to withstand the explosion of a 
small-sized explosive object and to determine the minimum mass 
of the protective equipment taking into account the operational 
capabilities of the combat calculation of the pyrotechnic unit.

Keywords: protective device, mathematical model of explo-
sion localization, strength of technical means, ANSYS package.
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The object of research is the foreign experience of the dual 
form of education. One of the most problematic places is the ef-
fective transfer of the dual form of education to countries with  
a lack of experience in the implementation and functioning of 
this type of education. The difficulty of transferring dual educa-
tion lies in the long-term formation of a model in the countries of 
origin. Characteristic features of dual learning models were ob-
tained as a result of the influence of local factors and conditions 
of the countries of origin. The complexity of the transfer also 
lies in the formalization of the assessment data of the potential 
of the country of implementation. To solve this problem, fuzzy 
logic methods are best suited. The advantage of using a fuzzy 
logic apparatus is the ability to formalize the data of complex 
systems, converting qualitative indicators into quantitative ones 
and vice versa. Method of fuzzy inference of the Matlab software 
environment is used.

In this paper, an analysis of the prerequisites for the intro-
duction of dual education in Ukraine is carried out. The analysis 
of the foreign experience of dual education is carried out. As  
a result, factors are identified and grouped into three subsystems 
(economic, political, cultural and educational) to assess the po-
tential for introducing dual education in Ukraine.

The simulation results shown in the study provide an answer 
to the question of the feasibility of implementing the dual form 
of education and assessing this potential of Ukraine. The data 
obtained as a result of modeling indicate the feasibility of intro-
ducing dual education in Ukraine. This is due to the fact that 
the fuzzy modeling method showed that the integral estimate 
belongs to the mean of the output term. Among the positive 
factors that influenced this result, it is worth noting the level of 
government spending on GDP and the level of prestige of voca-
tional education.

The advantage of research is a quantitative assessment of the 
potential of transfer of the dual form of education in Ukraine, 
which is also important from the point of view of the interna-
tional discourse of transfer of the dual form of education. The 
paper formalizes the model of the country’s potential for the 
introduction of dual education.

Keywords: dual education, vocational education, fuzzy logic, 
integrated assessment, fuzzy inference system.
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The object of research is the process of recognizing the areas 
of scanned documents images. The paper proposes a hierarchical 
approach to the segmentation of scanned documents images. 
This approach is an image of a scanned document in the form of  
a multi-level structure. At each level of the structure, images con-
taining structural regions are highlighted. Objects of the lower 
level strictly correlate with a certain area of the image of the up-
per level: areas of the photo and graphics correspond to the image 
containing the illustrations, and areas of text and background 
to the image containing both the text and the background at 
the same time. Using a hierarchical approach, it is possible to 
perform processing separately for each image area, namely: 
first, the areas of illustrations are highlighted on the original 
image of the scanned document using the analysis of connected 
components. Thus, the first level of the hierarchy consists of 
an image containing illustrations and an image containing text 
with a background. Then the areas of illustrations are divided 
into photos and graphics by splitting the areas of illustrations 
into blocks, and text areas are separated from the background 
using processing in the neighborhood of each pixel. Thus, the 
second level of the hierarchy is represented by images contain-
ing homogeneous areas: photos, graphics, text and background. 
The hierarchical approach to segmentation has reduced the pro-
cessing time by an average of 80 times. The reduction in image 
processing time was due to the fact that at each level and in turn, 
in a separate part of the hierarchical structure, it was possible 
to take into account the structural features of a uniform image 
area corresponding to this level. And also choose the signs of 
identification of these areas with high computational efficiency, 
the use of which also reduced the processing time of the scanned  
document.

Keywords: hierarchical approach, scanned documents, image.

References

1.	 Shafait, F., Keysers, D., Breuel, T. M. (2008). Performance 
Evaluation and Benchmarking of Six-Page Segmentation Al-

gorithms. IEEE Transactions on Pattern Analysis and Machine 
Intelligence, 30 (6), 941–954. doi: http://doi.org/10.1109/
tpami.2007.70837 

2.	 Kumar, S., Gupta, R., Khanna, N., Chaudhury, S., Joshi, S. D. 
(2007). Text Extraction and Document Image Segmentation 
Using Matched Wavelets and MRF Model. IEEE Transactions 
on Image Processing, 16 (8), 2117–2128. doi: http://doi.org/ 
10.1109/tip.2007.900098 

3.	 Acharyya, M., Kundu, M. K. (2001). Multiscale Segmentation 
of Document Images Using M-Band Wavelets. Lecture Notes in 
Computer Science, 510–517. doi: http://doi.org/10.1007/3-540-
44692-3_62 

4.	 Cesarini, F., Gori, M., Marinai, S., Soda, G. (1999). Structured 
document segmentation and representation by the modified X-Y 
tree. Proceedings of the Fifth International Conference on Docu-
ment Analysis and Recognition. ICDAR’99 (Cat. No.PR00318), 
563. doi: http://doi.org/10.1109/icdar.1999.791850 

5.	 Baird, H. S., Moll, M. A., An, C., Casey, M. R. (2007). Document 
image content inventories. Document Recognition and Ret
rieval XIV. doi: http://doi.org/10.1117/12.705094 

6.	 Vilkin, A., Egorova, M. (2010). Segmentatsiia otskanirovannykh 
dokumentov. GrafiKon’2010, 339–341.

7.	 Moiseev, N. N. (1981). Matematicheskie zadachi sistemnogo 
analiza. Moscow: Nauka, 487.

8.	 de Queiroz, R. L., Buckley, R. R., Xu, M. (1999). Mixed Raster 
Content (MRC) Model for Compound Image Compression. 
Visual Communications and Image Processing. San Jose, 3653, 
1106–1117. doi: http://doi.org/10.1117/12.334618 

9.	 Ishchenko, A., Polyakova, M., Kuvaieva, V., Nesteryuk, A. 
(2018). Elaboration of structural representation of regions of 
scanned document images for MRC model. Eastern-European 
Journal of Enterprise Technologies, 6 (2 (96)), 32–38. doi: http://
doi.org/10.15587/1729-4061.2018.147671 

10.	 Polyakova, M., Ishchenko, A., Huliaieva, N. (2018). Docu-
ment image segmentation using averaging filtering and ma
thematical morphology. Telecommunications and Computer En-
gineering (TCSET). Lviv-Slavske. doi: http://doi.org/10.1109/
tcset.2018.8336354 

11.	 Polyakova, M., Ishchenko, A., Volkova, N., Pavlov, O. (2018). 
Combined method for scanned documents images segmentation 
using sequential extraction of regions. Eastern-European Journal 
of Enterprise Technologies, 5 (2 (95)), 6–15. doi: http://doi.org/ 
10.15587/1729-4061.2018.142735 

12.	 Magnier, B., Montesinos, P., Diep, D. (2011). Ridges and Valleys 
Detection in Images Using Difference of Rotating Half Smooth-
ing Filters. Lecture Notes in Computer Science. Ghent, 261–272. 
doi: http://doi.org/10.1007/978-3-642-23687-7_24 

13.	 Gusak, D. E., Ishhenko, A. V. (2019).Vydelenie tekstovykh frag-
mentov na izobrazhenii otskanirovannogo dokumenta. Suchasnі 
іnformatsіinі tekhnologіi. Odessa. 

14.	 Sauvola, J., Kauniskangas, H. (1999) MediaTeam Document Da-
tabase II, a CD-ROM collection of document images. University 
of Oulu. 



ABSTRACTS AND REFERENCES: REPORTS ON RESEARCH PROJECTS

52 TECHNOLOGY AUDIT AND PRODUCTION RESERVES — № 3/2(47), 2019

ISSN 2226-3780

DOI: 10.15587/2312-8372.2019.176906

DEVELOPMENT OF AN ONTOLOGICAL MODEL FOR THE 
DOMAIN OF IT ENTERPRISE SUSTAINABLE DEVELOPMENT

page 43–45

Popereshnyak Svitlana, PhD, Associate Professor, Department 
of Software Systems and Technologies, Taras Shevchenko National 
University of Kyiv, Ukraine, e-mail: spopereshnyak@gmail.com, 
ORCID: http://orcid.org/0000-0002-0531-9809

Grinenko Sergiy, Assistant, Department of Software Engineering, 
National Aviation University, Kyiv, Ukraine, e-mail: serggrin@ukr.net,  
ORCID: http://orcid.org/0000-0001-5544-2605

The object of research is the sustainable development of 
IT enterprises. One of the most problematic places is the speci-
fication of the subject area, taking into account the specific 
activity of the IT enterprise. Today, there is a certain amount of 
research in the field of sustainable development, however, given 
the specific nature of the IT enterprise, namely that its main asset 
is software development, there are no researches related to the 
analysis of the sustainable development of IT enterprises. That is 
why, above all, the question arises in the representation of know
ledge about the subject area. As a result, it is important to develop 
a model that displays the domain objects and the links between 
them. Such a tool is ontologies, which are a formalized represen-
tation of domain knowledge. The paper discusses the problem of 
building an ontology for a subject area of sustainable development 
of an IT enterprise, which includes the following steps:

– justification of the use of ontologies for domain modelling;
– a brief description of the basic steps of building an ontology 

in accordance with the IDEF5 standard.
The collection and source analysis for the formation of verbal 

subject domain specifications. It should be noted that the de-
veloped ontology includes three types of representation: verbal, 
graphic and analytical. Within this paper, only two representa-
tions (graphical and analytical) are given. The IDEF5 Schematic 
Language (SL) was used to graphically represent the ontology, 
which includes several types of ontology diagrams. In the 
framework of our study, we used the Composition Schematics, 
which is a mechanism for graphically representing the composi-
tion of ontology classes. For analytic representation, predicate 
calculations were used, because with increasing and refining the 
ontology of the subject area, this mathematical apparatus ensures 
the reliability of the results. The developed ontology involves 
refinement and expansion in accordance with the requirements of 

projects where this ontology will be used, for example, to develop 
an expert system for solving problems of the subject area.

Keywords: sustainable development, subject area ontology, 
IDEF5 standard, predicate calculus.
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