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The object of the research is the Core Inflation Forecasting. The
paper investigates the performance of the novel model routine in the
exercise of the Core Inflation Forecasting. It aggregates 300+ com-
ponents into 6 by the similarity of their dynamics using an updated
DTW algorithm fine-tuned for monthly time series and the K-Means
algorithm for grouping. Then the SARIMA model extracts linear
and seasonal components, which is followed by an LSTM model
that captures non-linearities and interdependencies. It solves the
problem of high-quality inflation forecasting using a disaggregated
dataset. While standard and traditional econometric techniques
are focused on the limited sets of data that consists just a couple
of variables, proposed methodology is able to capture richer part of
the volatility comprising more information. The model is compared
with a huge pool of other models, simple ones like Random Walk and
SARIMA, to ML models like XGBoost, Random Forest and simple
LSTM. While all Data Science model shows decent performance, the
DTW+K-Means+SARIMA+LSTM routine gives the best RMSE
over 1-month ahead and 2-month ahead forecasts, which proves the
high quality of the proposed forecasting model and solves the key
problem of the paper. It is explained by the model’s capability to
capture both linear/seasonal patterns from the data using SARIMA
part as long as it non-linear and interdependent using LSTM ap-
proach. Models are fitted for the case of Ukraine as long as they’ve
been estimated on the corresponding data and may be actively used
for further inflation forecasting.

Keywords: dynamic time warping, clustering, K-Means, recurrent
neural network, machine learning, core inflation.
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The object of research is decision-making processes regarding the
provision of services within the framework of cross-border projects.
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To achieve the aim of the research, an analysis of the service
provision market was first conducted, its features have been re-
vealed and problems arising in the processes of its functioning
have been identified. The main problem is to find the optimal
distribution of services between performers in the service manage-
ment system. A mathematical model of the problem of single- and
multi-criteria optimization has been developed, where the problem
is decomposed into independent sub-problems. The problem is
presented in the form of a linear programming problem. Various
efficiency criteria of the found distributions are proposed. Depend-
ing on the number of criteria, the problem will be a single-criteria
Boolean programming problem or a multi-criteria optimization
problem. An iterative method for finding the optimal distribution
of services has been created, and individual methods are laid out in
the form of production rules, which is understandable and allows
to gain new knowledge.

Based on the obtained data, a decision-making technology has
been developed regarding the distribution of service consumers
between performers. At the same time, decision-making methods
were used, which allow optimizing the processes of service provision.
A systematic approach was used when designing information tech-
nology. This made it possible to create an effective and problem-re-
levant technology that helps in making informed decisions about the
distribution of services between participants of cross-border projects.
A structural and functional diagram of the decision support system
has been developed. Its structural elements are detailed.

The obtained results reflect a thorough analysis of the current
state of the services market and the development of effective deci-
sion-making technology, which contributes to the optimization of
work in the field of cross-border projects. This approach can be useful
for various subjects involved in the implementation and coordination
of international projects

Keywords: decision-making, linear programming problem, screen-
ing, service provision, cross-border project, service consumers, ser-
vice providers.
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The object of study is the process of monitoring vital signs using
an automated system based on an Internet of Things (IoT) solution.
The study investigates and analyses the best existing solutions for
continuous monitoring of human health. The research is important
in the context of a possible pandemic and general health monitoring.

An ToT model of a solution for monitoring and analyzing vital
signs in patients is proposed. The project involves the creation of
hardware and software for tracking vital signs. The interaction of the
two parts will ensure that the main task is to obtain the result and
analyze the indicators of vital functions of the human body. The hard-
ware is implemented using devices for scanning data on heart rate,
temperature, saturation, and the ability to track electrocardiograms.
It is possible to transmit data on the state of the body. The position
of the sensors attached to the body is taken into account in case they
come off. The device itself should be placed on the human body in the
area of the front chest wall, wrists, and ankles. The device is also pro-
grammed to respond to sudden changes in these values. The software
implementation is based on a web-based interface. The design of the
final solutions for the interaction between the local and intermediate
server was implemented using Django and Python. The ability to
administer the intermediate server of the client’s time zone was writ-
ten using HTML, CSS, and JavaScript. The use of the IoT solution
allows monitoring the indicators of vital functions of the body and
their analysis. A scheme of information exchange in the system for
monitoring health indicators has been built.

Keywords: vital signs monitoring, client-server architecture, in-
formation system, Internet of Things, ToT.
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The object of research is the method and algorithm of arithmetic
addition of binomial numbers generated by binary binomial counting
systems. The lack of binomial arithmetic, in particular the opera-
tion of adding binary binomial numbers, in a certain way prevents
their introduction into information systems and the construction

of information and communication technologies based on them for
combinatorial optimization, generation of combinatorial objects, data
compression and encryption.

In the framework of the proposed approach, instead of operat-
ing with binomial coefficients, only operations with their upper and
lower parameters are carried out. At the same time, the weighting
coefficients of binary binomial numbers, which are added to each
other, are represented in the form of two-component tuples. Taking
this into account, this paper presents an algorithm for binomial arith-
metic addition using dynamic arrays.

The main idea, which is included in the structure of the algo-
rithm of binomial arithmetic addition based on dynamic arrays, is
that the transition from a two-dimensional model of summation to
a one-dimensional one is carried out. At the same time, only avail-
able, existing binomial coefficients are placed in the dynamic array.
Accordingly, the search for binomial coefficients equal to or greater
than the quantitative equivalent takes place in much smaller areas.
In comparison with the algorithm based on matrix models, this quite
significantly reduces the amount of time spent when performing
the summation operation, and also reduces the requirements for the
amount of memory required for placing two-component tuples of the
assembly array.

In the course of the research, a several-fold decrease in the num-
ber of machine cycles required to search for the necessary elements
in the dynamic array was practically confirmed. This leads to an
increase in the performance of the presented algorithm of binomial
arithmetic addition based on dynamic arrays. In turn, this leads to
the acceleration of solving information tasks of combinatorial opti-
mization, generation of combinatorial objects, data compression and
encryption, for the solution of which the operation of adding binary
binomial numbers is used.

Keywords: binary binomial numbers, arithmetic addition, bino-
mial arithmetic addition algorithms, dynamic array.
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The object of the research is the process of identifying the
authorship of a text using computer technologies with the applica-
tion of machine learning. The full process of solving the problem
from text preparation to evaluation of the results was considered.
Identification of the authorship of a text is a very complex and time-
consuming task that requires maximum attention. This is because
the identification process always requires taking into account a very
large number of different factors and information related to each
specific author. As a result, various problems and errors related to
the human factor may arise in the identification process, which may
ultimately lead to a deterioration in the results obtained.

The subject of the work is the methods and means of analyzing
the process of identifying the authorship of a text using existing com-
puter technologies. As part of the work, the authors have developed
a web application for identifying the authorship of a text. The soft-
ware application was written using machine learning technologies,
has a user-friendly interface and an advanced error tracking system,
and can recognize both text written by one author and that written
in collaboration.

The effectiveness of different types of machine learning models
and data fitting tools is analyzed. Computer technologies for iden-
tifying the authorship of a text are defined. The main advantages of
using computer technology to identify text authorship are:

— Speed: computer algorithms can analyze large amounts of text
in an extremely short period of time.

— Objectivity: computer algorithms use only proven algorithms
to analyze text features and are not subject to emotional influence or
preconceived opinions during the analysis process.

The result of the work is a web application for identifying the
authorship of a text developed on the basis of research on the process
of identifying the authorship of a text using computer technology.

Keywords: normalization, toning, lemmatization, stop word,
machine learning, classical model, deep model, LSTM, GRU, web-
application.
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The object of research is the traditional and universal approach
of designing the database structure in systems of integrated moni-
toring of ecological, economic, energy and social parameters of the
territory, which include diverse data from various subject areas.
In the course of the study, an analysis was performed based on
a set of criteria such as scalability, ease of updating data, absence of
empty fields, volume of the database, number of tables and fields,
ease and speed of execution of requests for a sample set of indica-
tors of the research object. The comparison of these approaches
took place on the example of water resources monitoring, since it
has several subsystems and a large number of indicators that are
used for assessment. It is established that the proposed universal ap-
proach to designing complex database structures made it possible to
reduce the volume of the database by 2.25 times due to the absence
of empty fields. In particular, in the considered example, the filling
factor of the database with the traditional approach is 1.75 times
less than with the proposed universal approach. It should be noted
that the rate of table filling for the traditional design approach can
vary depending on the number of indicator values, while the table
filling rate for the universal approach is always close to 100 %.
Also, the proposed database design approach makes it possible to
speed up data loading and processing. For example, with the same
volume of significant information, the minimum speed of sampling
the characteristics of one research object is 3.87 times greater in
a database developed according to the principles of the universal
approach than according to the rules of the traditional approach.
The proposed structure of the database is successfully used in the
system of complex eco-energy-economic monitoring. The deve-
loped structure of the database can serve as an effective basis for
the formation of an electronic data bank at the level of the enter-
prise, region and country.

Keywords: database design, database structure, complex monitor-
ing, environment, public health.
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The object of the study is the process of forming control deci-
sions to ensure the operation of the ground-air communication
network routing subsystem based on neural network algorithms.

The carried-out research is based on the application of the nume-
rical-analytical approach to the selection of modern scientific and
applied solutions for building management models for promis-
ing Ad-Hoc communication networks. In the Google Collab
simulation environment, using the Python programming language,
it was possible: firstly, to simulate the operation of a ground-to-air
communication network based on previously obtained models and
a routing process management system based on the FA-OSELM
algorithm. Secondly, in accordance with the scenario of route
construction and maintenance described in the article, to experi-
mentally determine the communication metrics of the proposed
method of intelligent routing of the ground-air Ad-Hoc special-
purpose network, in order to assess its efficiency, adequacy and
reliability of the results obtained. Thus, in order to evaluate the
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effectiveness of the proposed solutions, a comparative analysis
of the application of three existing routing methods (FLCA,
Q-Routing, Neuro Routing) used in Ad-Hoc networks relative to
the developed method was conducted.

The result of the experiment showed that the proposed rout-
ing method MAODV-FA-OSELM provides significant advantages
over analogs. Thus, the method exhibits the best network through-
put (2.12e+06), the lowest average network latency (0.12), the low-
est packet loss (6.32), the lowest bit error rate (2.41), and the lowest
overhead (0.10e+06). However, it should be noted that a promising
direction of further research may be the study of the computational
complexity of the routing management process and the determina-
tion of the minimum allowable representative sample of initial data
to ensure online decision-making.

Keywords: ground-air communication network, neural network,
machine learning with reinforcement, routing method, throughput.
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The object of the research consists of testing the suitability of
the vector normalization procedure (NP) in the Technique for Order
Preference by Similarity to the Ideal Solution (TOPSIS) method.
One of the most problematic steps of the Multi-Criteria Decision
Making (MCDM) process is related to the application of NPs by
default to transform different measurement units of criteria into
a comparable unit. This is because of the absence of a universal agree-
ment that defines which NP is the most suitable for a given MCDM
method. In the literature, there are thirty-one available NPs, each
one of them has its strengths and weaknesses and, accordingly, can ef-
ficiently be applied to an MCDM method and even worst to another.
Let’s note that many NPs (e. g, NPs of sum, max-min, vector, and
max) have been used by default (i.e., without suitability study)
in the TOPSIS method. Consequently, outcomes of multi-criteria
evaluation and rankings of alternatives considered in the decision
problems could have led to inconsistent solutions, and, therefore, de-
cision-makers could have made irrational or inappropriate decisions.
That’s why suitability studies of NPs become indispensable. More-
over, a description of the methodology, proposed in this research,
is outlined as follows:

1) method of weighting based on an ordinal ranking of criteria
and Lagrange multiplier (for determining criteria weights);

2) TOPSIS method (for ranking considered alternatives);

3) a statistical approach with 3-estimate (for comparing effects
generated by the used NPs).

In the research, twelve different NPs are compared to each other
in the TOPSIS method via a numerical example, which deals with
the wheel loader selection problem. The results of the comparison
indicate that, amongst the twelve different NPs analyzed in this suit-
ability study, vector NP has the lesser effect on the considered alter-
natives’ evaluation outcomes, when used with the TOPSIS method.
The vector NP-TOPSIS approach can therefore be applied to solve
multi-criteria decision problems. Its application further allows the
decision-makers and users to better select efficient solutions and,
consequently, to make conclusive decisions.

Keywords: multi-criteria decision-making, wheel loader selection,
normalization procedures, TOPSIS, statistical approach.
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