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The object of the research is the semantic structure for the composition of 
cognitive web services. The framework is designed to model, search, and orches-
trate cognitive web services, including functionalities such as text recognition, 
language translation, and sentiment analysis, within dynamic environments. 
The problem addressed is the lack of efficient and scalable mechanisms for the 
automated discovery and composition of cognitive web services that can adapt 
to changing requirements and meet Quality of Service (QoS) constraints. Exist-
ing approaches often rely on static rules or keyword-based searches, which fail 
to provide adequate precision, adaptability, or scalability for complex service 
ecosystems.

The key result of the study is the development of a semantic framework that 
integrates ontology-based service modeling with logical inference using SWRL 
(Semantic Web Rule Language) rules. The framework supports dynamic service 
composition by leveraging semantic relationships between services, input/out-
put data, and constraints such as execution time and accuracy. The results dem-
onstrate higher semantic precision, better adaptability to changes, and improved 
QoS compliance compared to existing approaches. This is achieved through the 
use of a formalized ontology for precise service representation, SWRL rules for 
automated inference, and dynamic service composition based on semantic rela-
tionships, which improves query matching and reduces execution time.

The proposed framework can be practically applied in environments re-
quiring adaptive service orchestration and composition, such as intelligent auto
mation systems, cloud-based service ecosystems, and IoT (Internet of Things) 
applications. Its effectiveness is especially evident in scenarios involving complex 
multi-service workflows where traditional approaches are inefficient. The frame-
work’s extensibility ensures its applicability across various domains, with minimal 
customization required to incorporate new services or workflows.
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The object of research in this work is wave processes in multilayer thin films 
and methods of their numerical modeling using adaptive hybrid models. The re-
search covers multilayer media with gradient distribution of physical parameters, 
including inhomogeneities.

The problem addressed in this study is the enhancement of the accuracy 
and efficiency of numerical modeling of wave processes in complex multilayered 
structures while reducing computational costs. Traditional methods, such as the 
transfer matrix method or the finite element method, have limitations related 
to computational complexity, numerical stability, and the ability to account for 
intricate geometric features.

The essence of the obtained results lies in the development and software 
implementation of an adaptive hybrid model that combines the transfer matrix 
method for wave propagation calculations in homogeneous regions and the finite 
element method for modeling complex geometries. The proposed approach 
optimizes computational resources by dynamically adjusting the grid resolu-
tion according to local variations in the refractive index. The use of adaptive 
discretization reduced the number of computational points by 40 % without 
compromising calculation accuracy. The relative error of the results obtained 
using the proposed model does not exceed 1 %, demonstrating its high precision.

The achieved results can be attributed to the implementation of efficient 
adaptive algorithms that automatically adjust the grid resolution based on the 
gradient of physical parameters, as well as the application of consistent boun
dary conditions between computational domains using different methods. This 
ensures a smooth transition between different modeling zones and minimizes 
numerical errors at domain boundaries.

The practical applications of these findings include optical technologies for 
the design and optimization of photonic devices, sensors, anti-reflective coat-
ings, and nanostructured materials. The model can be utilized for the analysis of 
complex multilayered systems in nanotechnology, biomedical research, and the 
design of micro-optical elements. It is particularly useful in scenarios where it is 
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necessary to account for structural inhomogeneities, complex geometries, and 
boundary conditions while maintaining minimal computational costs.

Keywords: numerical modeling, multilayered structures, wave processes, 
adaptive algorithms, hybrid approach, grid discretization.
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The object of research is the integration of a dynamic receptive field atten-
tion module (DReAM) into Swin Transformers to enhance scene localization 
and semantic segmentation for high-resolution remote sensing imagery. The 
study focuses on developing a model that dynamically adjusts its receptive field 
and integrates attention mechanisms to enhance multi-scale feature extraction in 
high-resolution remote sensing data.

Traditional approaches, particularly convolutional neural networks (CNNs), 
suffer from fixed receptive fields, which hinder their ability to capture both fine 
details and long-range dependencies in large-scale remote sensing images. This 
limitation reduces the effectiveness of conventional models in handling spatially 
complex and multi-scale objects, leading to inaccuracies in object segmentation 
and scene interpretation.

The DReAM-CAN model incorporates a dynamic receptive field scaling 
mechanism and a composite attention framework that combines CNN-based 
feature extraction with Swin Transformer self-attention. This approach enables 
the model to dynamically adjust its receptive field, efficiently process objects of 
various sizes, and better capture both local textures and global scene context. As a 
result, the model significantly improves segmentation accuracy and spatial adapt-
ability in remote sensing imagery.

These results are explained by the model’s ability to dynamically modify 
receptive fields based on scene complexity and object distribution. The self-
attention mechanism further optimizes feature extraction by selectively enhanc-
ing relevant spatial dependencies, mitigating noise, and refining segmentation 
boundaries. The hybrid CNN-Transformer architecture ensures an optimal 
balance between computational efficiency and accuracy.

The DReAM-CAN model is particularly applicable in high-resolution satel-
lite and aerial imagery analysis, making it useful for environmental monitoring, 
land-use classification, forestry assessment, precision agriculture, and disaster 
impact analysis. Its ability to adapt to different scales and spatial complexities 
makes it ideal for real-time and large-scale remote sensing tasks that require 
precise scene localization and segmentation. 
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The paper describes the tactical methods of using artillery guns for counter-
amphibious in deep and shallow water landscapes. The study’s object is to model 
military game scenarios, in particular, the role of artillery forces in countering an 
amphibious operation of one or two divisions. One of the most problematic areas 
is combining continuous fire support and maneuvering to maintain artillery 
survivability and save ammunition with limited resources.

The study used mathematical models of combat resource utilization based 
on Markov chains, taking into account the probabilistic aspects of target destruc-
tion. Simulation models were also developed for various scenarios of countering 
amphibious assault ships, which allows for optimizing the number of shells and 
determining the most effective moments for opening fire.

Several approaches to firing have been developed and analyzed: methods 
of minimizing the number of shells, rapid neutralization of enemy targets, and 
mixed methods that allow finding a balance between minimizing resources and 
speed of response. Each method has its advantages depending on the combat 
situation: cost minimization methods are suitable for controlled scenarios. 
Instead, methods of rapid destruction are effective in high-risk situations but 
require more resources. A new mixed tactical method has been developed. This 
is because the proposed methods have several features, in particular, a large 
discrepancy in the predicted minefield, which also made it possible to assess the 
ability to hold the minefield of the fairway, which is important for protection 
against further attacks. This ensures the possibility of obtaining a high level 
of minefields on the fairway (up to 67.77 %). Compared to similar indicators, 
which ranged from 46.42 % to 67.77 %, but without specifying the method, 
this provided advantages in the form of the possibility of tactical maneuvering 
between the proposed methods, depending on the current state of resources and 
the proximity of enemy targets.

Keywords: simulation modelling, Markov chains, game simulation, auto-
mated control in games, military simulation in video games.
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The object of the research is a novel development methodology for innova-
tion projects that leverages the power of the synergy principle of the Theory 
of Inventive Problem Solving (TRIZ). It integrates artificial intelligence (AI) 
technology.

The problem addressed in this research is the inefficiency and limitations 
of traditional methods for development innovation projects, which often fail 
to comprehensively evaluate their potential, risks, and alignment with future 
technological trends.

The research results in the synergistic application of TRIZ principles and 
AI technology for conducting comprehensive audits of innovation projects. By 
integrating the structured problem-solving framework of TRIZ with the analyti-
cal power of AI, a novel approach is proposed to enhance the evaluation and op-
timization of innovation initiatives. The paper explores how artificial intelligence 
algorithms can be used to analyze project data and identify potential obstacles 
and opportunities based on the principles of TEDx. As well as to create alterna-
tive solutions and predict possible outcomes, help identify synergies between 
different project elements and external factors. And to constantly monitor and 
adapt the innovation process based on real-time data and AI-driven insights.

The difference in the research is the integration of TRIZ principles into 
auditing innovative projects using AI systems. The presented case showed the 
effectiveness of the proposed conceptual, mathematical and process models 
of auditing innovative projects. The master’s program in artificial intelligence 
implemented at the Kyiv National University of Construction and Architec-
ture (Ukraine) was chosen as an example for the case study. The study demon-
strates the potential of this audit-integrated approach to improve the success 
rate of innovation projects by providing more accurate assessments, identifying 
hidden opportunities, and facilitating proactive decision-making. This research 
contributes to more effective and successful innovation projects by providing 
a data-driven and intelligent approach to project development and improve-
ment. Within the framework of the considered case, an assessment of the ac-
celeration of analysis and decision-making processes was carried out using the 
example of the innovative development program for training masters in artificial 
intelligence. It was found that the analysis and decision-making processes are 
implemented 2.68 times faster without loss of decision quality.

Keywords: innovation project development, TRIZ, artificial intelligence, 
project management, predictive analytics, decision making.
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The object of the study is the process of aerial imagery data processing 
under limited computational resources, particularly onboard unmanned aerial 
vehicles (UAVs) using classification models.

One of the most challenging issues is the adaptation of classification models 
to scale variations and perspective distortions that occur during UAV maneuvers. 
Additionally, the high computational complexity of traditional methods, such as 
sliding window approaches, significantly limits their applicability on resource-
constrained devices.

The study utilized state-of-the-art neural network classifiers, including 
ResNet50v2, DenseNet121, and MobileNetV2, which were fine-tuned on a spe-
cialized aerial imagery dataset.

An experimental evaluation of the proposed neural network classifiers 
was conducted on Raspberry Pi 4 Model B and OrangePi 5 Pro platforms with  
limited computational power, simulating the constrained resources of UAV 
systems. To optimize performance, a stripe-based processing approach was 
proposed for streaming video, ensuring a balance between processing speed and 
the amount of analyzed data for surveillance applications. Specific execution 
time evaluations were obtained for different types of classifiers running on single-
board computers suitable for UAV deployment.

This approach enables real-time aerial imagery processing, significantly en-
hancing UAV system autonomy. Compared to traditional methods, the proposed 
solutions offer advantages such as reduced power consumption, accelerated com-
putations, and improved classification accuracy. These results demonstrate high 
potential for implementation in various fields, including military operations, recon-
naissance, search-and-rescue missions, and agricultural technology applications.

Keywords: neural networks, machine learning, image processing, classifica-
tion, convolutional neural networks, unmanned aerial vehicles.
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The object of the study is the method for assessing the relationship between 
the results of long-term observations of water parameters obtained by the 
method of combined measurements by a biosensor system. The biosensor system 
is designed for the combined measurement of five water parameters based on 
physical value sensors. In the paper, the problem under consideration quite fully 
levels out a significant limitation of the known solutions designed for the simul-
taneous measurement of three or four water parameters. Existing approaches 
in their structure combine less than five biosensors-sensors, which significantly 
limits the simultaneous measurement of five water parameters.

One of the main and principal results of the paper is the development of  
a statistical model for assessing the relationship between the combined measure-
ments of five water parameters. It was revealed that among the five measured 
parameters, the most influential predictor for acidity, conductivity, turbidity and 
oxidation-reduction potential is water temperature. The established significant 
and non-random relationship between the parameters is mainly associated with 
the effect of temperature on the physical processes occurring with an increase 
and decrease in water temperature depending on the observation time. These 
estimates demonstrate a higher, statistically significant relationship between the 
measurement information data. This is achieved by implementing the method 
of aggregate measurement of water parameters: temperature, acidity, turbidity, 
conductivity, oxidation-reduction potential.

The efficiency of the statistical model is confirmed by calculating the correla-
tion coefficient based on the Pearson method and the coefficients of determina-
tion and reliability of the model. The regression model can be used in practice in 
developing new or improving known measuring systems and control devices to 
increase the reliability and effectiveness of water quality control.

Keywords: water indicator, measurement system, multi-sensors system, 
correlation analysis, testing, internet of things, biosensors.
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As an object of research, the work considers the process of functioning of 
electronic warfare (EW) means using artificial intelligence (AI) technologies 
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based on large language models (LLM). One of the most problematic issues in 
increasing the efficiency of their functioning is ensuring the adaptability function 
in EW means, as well as timely detection of threats and formation of appropri-
ate countermeasures. This problem is solved by implementing a multi-agent 
architecture, the task of which is to ensure continuous exchange of information, 
both between agents in the EW means themselves and in the system as a whole.

The considered method of increasing the adaptability of the system due to 
LLM with self-learning mechanisms provides the system with the opportunity to 
improve its data processing algorithms, promptly detect new types of signals and 
respond to changes in the parameters of the enemy’s REM. Using the Retrieval-
Augmented Generation (RAG) approach allows to detect and enter new types 
of signals into the database and quickly form appropriate recommendations for 
countermeasures.

An equally important component is the use of combining several EW tools 
into a single information network. This approach will ensure the consistency 
of the actions of all EW tools (agents) and the rapid exchange of information 
between them.

Taking into account the above, there is a possibility of significantly increas-
ing the adaptability and efficiency of EW systems by integrating multi-agent 
structures using LLM, which allow optimizing resource allocation and making 
decisions in real time. This will ensure a high level of adaptation of EW tools, 
which is an important feature for working in conditions of dynamically changing 
electromagnetic environments.

Thanks to the proposed architecture and the use of appropriate algorithms, 
it is possible to obtain high indicators of classification accuracy and signal 
processing speed, which positively affects the adaptability of the system and the 
overall effectiveness of countering threats.

Keywords: electronic warfare, large language models, artificial intelligence, 
multi-agent structures, knowledge base, executive modules.
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The object of research is decision-making processes in conditions of un-
certainty, with an emphasis on improving the accuracy and reliability of multi-
criteria decision-making methods. The problem to be solved is the difficulty of 
making reliable and optimal decisions in dynamic environments where data 
variability, incomplete information, and subjective judgments pose significant 
challenges. Traditional methods often fail to adequately address these complexi-
ties, leading to suboptimal or unreliable outcomes.

The essence of the results lies in the creation of a DSS (Decision Support 
System) that leverages Z-number TOPSIS (Technique for Order Preference by 
Similarity to Ideal Solution) to combine performance metrics with confidence 
levels, providing a more comprehensive framework for decision-making. 
The system is uniquely suited to prioritize alternatives effectively, even when 
faced with high levels of uncertainty and variability in input data. Due to its 
features and characteristics, the DSS allows for greater adaptability and preci-
sion in decision-making, ensuring results that are not only accurate but also 
reliable. The explanation for these results lies in Z-number TOPSIS’s ability 
to integrate quantitative analysis with the evaluation of data reliability, mak-
ing it far more effective than traditional MCDM (Multi Criteria Decision 
Making ) techniques. A systematic comparison with other methods, such as 
traditional TOPSIS and Fuzzy TOPSIS, demonstrates that Z-number TOPSIS 
consistently outperforms these approaches, particularly in scenarios involving 
dynamic and uncertain conditions. The study contributes to the advancement 
of decision-making methodologies by providing insights into how uncertainty 
can be systematically incorporated into ranking models. A comparative analy-
sis with traditional TOPSIS and Fuzzy TOPSIS shows that Z-number TOPSIS 
outperforms these methods, providing a 10 % improvement in consistency 
under noisy data conditions and a 15 % better adaptability under conflicting 
criteria scenarios.

The results are applicable in fields such as supply chain management, 
where decision-makers must optimize inventory distribution and supplier 
selection under fluctuating demand, healthcare, where prioritization of patient 
treatment is required under resource constraints, and financial risk assess-
ment, where investment decisions depend on uncertain economic conditions. 
The findings highlight the potential of Z-number TOPSIS in supporting more 
reliable and adaptable decision-making processes in complex and uncertain 
environments.

Keywords: TOPSIS, fuzzy TOPSIS, Z-number TOPSIS, decision-making 
methods, DSS.
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