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MODELS OF EVENT RISKS FROM THE POINT OF VIEW
OF SYSTEM’S ENTROPY

The work is devoted to the analysis of the possibilities of entropy mechanisms for factori-
zation and control over risks in different systems. Proposed was the model for predicting
event risks from the point of view of their energy and information supply. Such a risk as-
sessment model allows you to get rid of the shortcoming’s characteristic of probabilistic
and statistical methods of assessment. Risks are derived from some sequence of predicted
events. The most acceptable indicators of such systems are energy and related thermody-
namic regularities, as well as information that obeys similar laws. The model is based on
dynamic characteristics of the event row in their time and entropy dependence that allow
to predict and control real risks for particular systems within infinitely small time period of
transition from chaotic uncertainty to a certain risk forming event. Indices of ordering-
disordering of relative values of specific flows of entropy of events, taken into account on
the basis of interpolation of the existing data bases for particular systems were taken as the
criteria for risk generating events. Graphical interpretation of the model has the view of an
oriented graph in multi-layer time parameters «event-cause-and-effect link» and its matrix
representation. The presented technique is nothing more than a method of forecasting a
certain and narrow in content class of phenomena, in particular, it refers to risks. The
method of risk analysis, based on event series in a certain time interval close to the present
time, allows you to assess the risk itself in the indicators of the system, understandable to
the user and comparable with the indicators of other systems.

Key words: risk, events, risk formation, entropy, time scale, events scale, prediction, matrix,
uncertainty, oriented graph of events.

Bonowun B.C. Modeni noditinux puszukie 3 mouku 30py eHmponii cucmemu. Poboma
NPUCBAYEHA AHATIZY MONCIUBOCHEN eHMPONTUHUX MEXAHIZMIE hakmopizayii ma KOHmMPOio
PUBUKIB Y Pi3HUX cucmemax. 3anponoHosano Mooeib NPOSHO3Y8AHHS PUSUKIE NOJill 3 MO-
yKu 30py ix enepeo- ma iHhopmayitinozo 3abe3neuenns. Taka mooenb OYiHKU PU3UKY 00-
36071€ NO30YMUCs HeOONIKi8, XapaKmepHux 018 IMOGIPHICHO20 Ma CIMAMUCMUYHO20 Memo-
0i6 oyinku. Pusuxu sunausaromo i3 nesnoi nociniooenocmi nepedbayysanux nooiu. Haii-
OinbU NPUUHAMHUMU ROKASHUKAMU MAKUX CUCTNEM € eHep2is | N08'A3aHI 3 HUMU mepMOoOuU-
HAMIYHI 3AKOHOMIPHOCMI, 4 MAKOJIC IHPopMayis, wo NiOKOPIEMbCA NOOIOHUM 3AKOHAM.
Mooenv 6azyemvcs Ha OUHAMIMHUX XAPAKMEPUCTIUKAX PAOY NOOIU Y IX 3a1edHcHOCHi 8i0
yacy ma eHmponii, Wo 00360J5€ NPOSHO3VEAMYU MA KOHMPOIIOBAMU PEANbHI pU3UKU 05
OKpeMUux cucmem 3a HeCKiHYeHHO MAUll NPOMINCOK 4acy nepexoody 6i0 XaomuuHoi Hesu-
3HaueHocmi 00 neéHoi noodii, wo opmye pusux. 3a Kpumepii pusUKo2eHepyroyuUx nooiil
0710 8350 NOKA3HUKU 6NOPAOKOBAHOCII-HEBNOPAOKOBAHOCTHI IOHOCHUX 3HAYEHb NUMO-
MUX NOMOKI8 eHMPOnii NOOill, WO 8PAX0BAHI HA OCHOBI IHMePnoAYil iCHyouux 6a3 0aHux
ons okpemux cucmem. Ipaghiuna inmepnpemayiss mooeni mae ueisid OpPIEHMOBAHO2O
epagha 3a bazamowaposum NApamempamy Yacy «noois-NPpUUUHHO-HACTIOKOBULL 36 30K »
ma o020 Mmampuute npeocmagnents. llpedocmaenena memoouxa € He wjo iHwe, K Memoo
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NPOCHO3YBAHHS NEBHO20 MA 8Y3bKO20 3a 3MICHOM KAACY A6UW, AKI, 30Kpemd, 6i0HOCUMbCs
00 pusuxie. Memoo ananizy pusuxy, 3aCHO8AHUL HA PAOax noOitl y Ne6HOM) IHMePBali 4acy,
OUZLKOMY 00 MENnepiuHb020 4acy, 00360JIA€ OYIHUMU CAM PUSUK 3d NOKA3HUKAMU CUC-
memu, 3pO3yMIIUMU KOPUCTTYBAYEB] MA NOPIGHAHHUMU 3 NOKASHUKAMU THUUX CUCTEM.
Kniouogi cnosa: pusux, nodii, oopmyeanns pusuxy, eHmponis, 4acosutl Macuimao, macui-
mab nooiil, nepeddaueHHsA, Mampuys, HeUHAUEHICMb, OPIEHMOBAHUL 2pagh ROOTIL.

Description of the problem. The fact that risks, existing in various systems are determined by
numerous applied parameters, depending upon the designation of the system brings topicality for the
problem of rational unification of such parameters so that there should be possible to carry out a com-
parative analysis of the notion of «risk» itself for such systems topical. Taking into the account that risks
are derivatives of a certain sequence of forecasted events it is quite logical to assume that for such system
energy and thermodynamic regularities connected with it and information, which governed by the same
regularities appear to be most applicable indices. It is quite possible to admit admissible to that there
may be some other universal parameters of the system that may be correlated with notion of risk. Such
indices will become unified if we manage to find some general regularities, allowing to unite the sense
filling of the notion of «risk» and energy-information content of the systems for which this analysis is
carried out.

The analysis of recent research and publications. Time, events, system’s entropy, its risks, all
these indices can be inter-related and have their own sense positions regarding the subject of this work
and the sense of the notion of risk [1]. Let us try to show just in the first approximation the inter-relations
of the notion of «event risk» with the process of entropy in the systems on the basis of the generally
known. It is quite obvious that entropy, as a measure of energy (information) dissipation is an index of
system’s dynamism. The smaller is this set and fixed in time dissipation measure the more is the degree
of the system’s orientation on consecutive structuring and revelation of new system qualities, opposing
to appearance of uncertainty. And vice versa, the greater is energy (information) dissipation the greater
are the system’s efforts to gain stability, equilibrium or steadiness. These indices possess, as a rule, a
dual interpretation. For example, the stability of the system with maximal entropy and the stability of
the system with minimal growth of this index differ in their relation to the processes of development.
The first one loses its capabilities of self-development. Quite the opposite the second one is exceedingly
informative and possesses opportunities of redistribution of energy or information within the system and
outside, so that some new qualities properties, previously not peculiar to it could spring up in it. The
same is appropriate for such system’s index like risk, connected with its existence and efficient opera-
tion. The same is appropriate for such system’s index like risk, connected with its existence and efficient

operation. Nominally, in R =/(AS) coordinates inter-related characteristics risk and entropy are met

for the first time. Their main quality lies in ultimate uncertainty of this dependence. So far, in literature
there no objective publications, dedicated to this subject, while the question of inter-communication
between risk and entropy was analyzed only with application of generalized terms [2-5]. It is necessary
to understand that not only time with its solely directed «arrow», as a universal index, present in such
coordinate scale could be the governing coordinate for them, but also a consecutive scale of anticipated,
realized and already occurred events [1]. Transitional processes for such events, preceding the present
time, can be represented as indices of the system’s risk. Particularly, the notion of bifurcation as the area
of transition from stability to unstable state and vice versa, or a point of the system’s transition from
uncertainty to a certain quite determined state and vice versa, can be related to the alternation of the
parameter of the state of the system’s risk in «0;1» binary code. So, it is quite appropriate to maintain
that such properties of the system should be determinative for the notion of «event risk».

Purpose of the article. The objective of the work is to investigate the inter-links between even
risks and changes of entropy in the systems of risk generation, as well as creation of efficient models of
risk control on the basis of criteria of entropy.

Presentation of the main material. In a simplified variant an increase of entropy of the system

AS' is a quantitative measure of a disordered state, which is determined by the number of admissible
events (C), related to the system as AS = kIn C . The entropy of the system is bigger, when there are
more admissible variants of its states, predicted from the future and the events, related to them, that
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determine these states preceding the present. So, for the future time the number of undetermined eventful
states is C; >> 1, while for the present time there is only one quite certain risk-generating eventful state
C,, =1, which is happening at the moment. The transition from C, >>1 to a quite certain, determined
C,, =1 is carried out within an infinitely small-time interval 07 — 0, preceding the present, which
was described in [1]. That is why the condition AS, >> AS,, (Fig. 1) is always observed. So, the risk

of receiving from the future a certain determined event at transition from risky uncertainty to a quite
certain event of the present always correspond to the following scripture R = (AS, —AS,, )/ AS, —> 1.

Such calculations can lead to the fact that the state of the system for which R >1 can become a reality.
However, it is against the logics of the theory of probability (see Fig.1) and can be confirmed by the
following argumentation regarding the functions of interrelation of energy-entropy of certain determined
events and related to the systems risks.

Particularly:
AS
% R —
R=1
ASy=0 — e
. ,'” t(h" 2
Cy=l C.>1 «SS»

Fig.1 — Assumed entropy of risk within relations of time «ST» and eventful «SS» of meas-
urements

For a certain system, which is in the state of weak nonequilibrium within an infinitely small time
interval Ot , a thermodynamic flow J ;» characterizing the velocity of a particular event J , depends on

thermodynamic forces x, characterizing the potential of this event and determine the sequence and

functioning of other events or processes communicating with event j . The function of dissipation (scat-
tering) for such event is connected with this parameter by means of L. Onsager’s phenomenological

dependence: o = z:ﬂ B,J x, for weak nervous systems [1]. In our case this function serves, also, as
a function of exchange of entropy between inter-related and consecutive in time events within an infi-
nitely small-time interval o7 [1].

The value of changes in entropy may show the degree of the order of the system, in which some
sequence of inter-related events is going on. According to L. Brilluen the degree of Y order is deter-

mined by the difference between the highest A S,

exchange between the events and the environment. The degree of the order of X system is determined
as the difference between the current A, S and the minimal A

and the current A_S values of entropy in energy

max

values of entropy of such exchange.

e~ min
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Y(r)=A,S,. —AS();
X()=A,S5()—-AS,;,

The degree of ordering and disordering are linked with polysemantic parameters of the original
system and, as a rule cannot be very closely compared. In this case [7] it is required to pass to relative
indices of evaluation of the degree of the system’s ordering, like, for instance, correlated with X and Y
indices in time and related to the general scale of changes of entropy A S —A S . =A. Then, the

e~ max e~ min
relative value for the indices of ordering and disordering at observation of the obvious condition
K, + K, =1 may acquire this view:
AeS(T) AeSmin )/ A
or or or

The main parameter here is a relative value of alternation of the local specific stream, participating
in exchange processes of the system with its environment at different time periods.

The methods applied in this investigation presume determination of 10 arbitrarily chosen, but
ordered and inter-related events for monitoring and predicting most risk forming from them, with peri-
odicity once in every 5 days, for consecutive 100 days. For each chain of events a relative value of
changes of local specific flow of entropy is calculated for the specified period of time, also measured is

the minimal range and the values of K, and K, indices are calculated. Indices with a growth of the

KX=(

relative value of changes in entropy towards growth the value of the index of order decreases and vice
versa. It should be noted that alternation of the relative value of the local specific flow of entropy for a
particular chain of events has got a vivid non-stationary character and depends upon a multitude for
reasons that may seem casual at first glance. In fact, the chains of events are inter-related with cause-
and-effect relations of their own, it making them more recognizable and evaluation of entropy for each
of them becomes quite predictable.

This model can be easily represented in the form of a consecutive oriented graph (see Fig. 2),
where the tops (gj ) are reflection of some anticipated events ( j ) or the occurred «00» event at each i-
th level of the predicted time interval in future in relation to present, while the graph’s ribs denote cause-
and-effect connections, that consecutively transform one j-th reason into another, functionally compara-
ble with it. Represented here are four consecutive time levels (g =4) of anticipated events, each of
them being independent from other events of equal levels.

Own inter-level connection appears only at transition to the next time level.

Let us detach three components:

— anticipated events (four levels within time interval of future in Figure 2);

— event interval between potential and realized events (67 — 0);

— he area of already realized events and the present time 7, .

The lowest, first level of events shows us exactly the bifurcation, for instance, in the form of a
catastrophe during assembling, when within the time period o7 just three not determined so far variants
of events 11, 12, 13 remain and only one of them, particularly event 12 is the one which has already
occurred in time instant o7 in the present time (see fig. 2). The chain of anticipated events, that led to
the realized «00» risk possesses the following view:

—1 I —~III I v
00 < (12) «<(23) «<(34) < (34—36) <« (44— 46— 48— 49)

All other remaining events did not lead to the real result, «00» event in this case.

Such graph (see Fig. 2) is formed in methodical sense by the matrix-chronological definition of
cause-and —effect interactions for a certain event and the conditions for its occurrence that can alter the
sequence of events in an arbitrary way, thus bringing a high degree of uncertainty into the method.
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Fig. 2 — Oriented graph of reflections of presumed events and cause-and-effect connections
[J(j=L1J)—> 0(g=1,1,0)] between the events, being in supposition to some equal

conditions

Cause-and-effect interactions of event processes can be easily traced at every specific (i-th) one-
moment matrix mode (see Fig. 3), in the form of elements of @, matrix, where j — being the number

of the reason of occuring of the event, k — is the number of the consequence, which is the base of the
event. As follows from the Table (see Fig. 3) a certain marker can be attributed to each cause-and-effect
connection, consisting of ones and zeroes and reflecting correspondence of this event to some condi-
tions.

T.=T,+AT  consequences K initial event
- > significance matrix
M2 3 4 .k . K gnifi

0y, By By @y voe By voe Ay

a1 01

1
Dy e e e Rl e
3

F S ,(1_‘\% ) 0 (00|01

111011

causes

T =T, +AT

LIty —
Ir
1/

a,=11

: a =11 I » 1,=T,+AT
~ [ 4 7
J I la,, H
az=11 A «00%

a

Fig. 3 — Dynamic matrixes of cause-and-effect links for evaluation of a real risky event
«00» within some time interval

The size of matrix element can be different. For instance, if elements of the matrix of correspond-
ence are derivatives of experts’ evaluations, it means that they can represent the essence or numerical

experts’ evaluations. The essence of the matrix for some value of 7, = const remains fully preserved at

that, because there is a time component, dividing the content of each matrix element in its own i-¢A time
interval 7. It brings some shape of universality for such scriptures. In the long run, such matrix gives
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an idea regarding a singular event, which is bound to become real from anticipated future through time
interval, for instance, 3A 7 . Within this time interval a risky event a; , will come true as actually real-

ized from all possible a ;, — th events.

Now, let’s go back to Fig. 1. The structural hierarchy of events, described here presumes that at
each event row, for each anticipated event there is specific own entropy A S (7), where p (0,1,4),

q (1,1,10), determined according to Shannon’s law and calculated depending upon the amount of infor-
mation, which is connected with a specific sequence of inter-related events within some time interval.
The calculated values of K, and K, indices within some time interval, written for comfort, by para-

metric dependence 7 =100—7, so that the relations of differently oriented scales «ST» and «SS»,
represented in Fig. 4 should be observed. The opposite directions of the time arrow and entropy on the
one hand and the scale of events, on the other hand, are stressed by their main properties described
above. For the time arrow and entropy, it is consecution and inevitability of occurring of the next time,
subsequent dissipation of energy or information. For the scale of events, it is uncertainty and palliative
character of the states, which are yet to come. Thus, the dynamism of the events consecution is a deriv-
ative of the dynamics of the system’s entropy and is determined by this parameter

The dynamics of the relative value of changes of entropy of separate events (see Fig. 2) from
chaotic to the ordered state can be traced, particularly, by the following 44 —--- —> 23 —> 12 —>"00"
and leads to a singular unambiguous event «00», possessing the properties of objective risk. The de-

tached value of the index or the order at that is K, =0,62. In this relation there was another chain of
predicted events 410 — 24 — 13, but it, like all other chains, pictured in Fig. 2 did not lead to a real
risk formation, due to obviously unstable value of K, coefficient. Other eventful connections have not

been digitalized here due to the figure’s density, but can be traced by the reader by comparing Fig. 2
and Fig. 4. The general conclusion can be that entropy as a measure of order or disorder in event infor-
mation can represent a presumable variant of cause-and-effect relations between the events that precede
formation of a real risk.

1,0 — 119

0,25

) G
M - Uﬁ38
13 ) 007

0,50

|
|
! 0,75

l AT «ST»
LO t>t 157,

-
‘ | In(100—1

«SS»

8 6 4 2 «00»
Fig. 4 — Interaction and inter-relations in the dynamics of changed indices of entropy regu-
lating within the scales of time — «ST» and events — «SS» respectively

The insurmountable difference is in the fact that future is unpredictable and present is quite cer-
tain. Unavailability of the predicted is one of the postulates of nature, on the basis of it there appears
understanding of uncertainty of future and the risk, corresponding to it. Only practice of the accom-
plished in the form of «accumulated capacity of eventsy» that have already occurred, its investigation, its

158



BICHUK ITPUAZOBCBKOI'O JEPKABHOI'O TEXHIYHOI'O YHIBEPCUTETY
2021p. Cepis: TexniuHi HayKkn Bun. 43
p-ISSN: 2225-6733; e-ISSN: 2519-271X

extrapolation on future uncertainties can serve as a criterion, it being verified by practical application of
the described.

Conclusions

In fact, the represented methodic is but the method of predicting a certain class of phenomena
which is rather narrow in its content. In our case it’s a time sequence of events, possessing energy and
information of their own that lead to risk generating results. The evaluation of such events is done on
the basis of determination the measure of energy o information dissipation, individual for each of pre-
dicted events. The represented method of analyzing of risk, on the basis of event rows within some time
interval, approximated to the present time makes it possible to evaluate the risk in the system’s indices,
which are understandable for a user and comparable with indices of other systems.
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